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Polysemous 
words

Monosemous 
words

Wordnet
Polysemy

Corpus 
Polysemy

Noun 72225 61682 3.03 1.82

Verb 26436 4372 4.47 3.00

Adj 15462 30122 2.68 2.03

Adv 12907 10658 2.52 2.11

Overall 127030 106834 3.13 2.02
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Precision Recall F-Score

MFS 79.57 78.52 79.04

IWSD 79.45 78.98 79.21
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Ablation Parameter Precision Recall F-Score

θ 79.61% 78.62% 79.11%

P(S|W) 59.59% 58.84% 59.21%

Corpus-Cooccurence 79.57% 78.58% 79.07%

ConceptualDistance(Si,Sj) 79.50% 78.51% 79.01%

SemanticSimilarity(Si,Sj) 79.61% 78.62% 79.11%
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Alpha (α) Precision Recall F-score

0 59.59% 58.84% 59.21

0.00001 79.48% 78.49% 78.98

0.0001 79.50% 78.51% 79

0.001 79.50% 78.51% 79.01

0.01 79.61% 78.62% 79.01

0.1 79.61% 78.62% 79.11

0.2 79.61% 78.62% 79.11

0.25 79.61% 78.62% 79.11

0.5 79.61% 78.62% 79.11

0.75 79.61% 78.62% 79.11

1 79.59% 78.60% 79.1
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Context 
makes it 
easier !!
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STRONG AI

Machines should use 
context as humans 

do, for WSD

WEAK AI

Machines should use 
context in some way 

for WSD
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Through our research we intend to answer the 
following questions fundamental to sense annotation:

Can humans annotate without 
context as machines do?

Do machines need context for sense 
disambiguation as humans do?
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Context Sensitive Scenario

• For Humans: Specific domains (TOURISM and HEALTH) and 
generic domain (NEWS)  were tagged using context

• For Machines: Trained and tested on context sensitive 
corpora

Context Agnostic Scenario

• For Humans: Specific domains (TOURISM and HEALTH) and 
generic domain (NEWS)  were tagged without using context

• The corpora used in this case consisted of a list of words, 
obtained from the corpora used in the context sensitive 
scenario

• For Machines: Trained and tested on context agnostic 
corpora
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Human Context
Agnostic (HCA)

Human Context 
Sensitive (HCS)

Machine Context 
Agnostic (MCA)

Machine Context 
Sensitive (MCS)

Context

Agnostic SensitiveAnnotator
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To find the prime parameter for human annotation

• Comparison between Human Context Sensitive and 
Context Agnostic data

To find if humans can annotate accurately without context 
like machines

• Comparison between Human Context Sensitive and 
Context Agnostic data

To find the cognitive load  for humans associated with 
tagging in both the scenarios

• The time required for annotation was recorded

• The annotators’ views after the tagging process were 
also recorded
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Two annotators were assigned for the task

Both annotators were native speakers of Hindi and 
skilled in the annotation task

Annotated data obtained from a third annotator was 
used as Gold data for the comparison 

In context sensitive annotation, the annotation was 
done using context as is usual

In the context agnostic scenario, the annotators knew 
the domain of the data before hand

Laboratory conditions  and facilities were same during 
context agnostic and context sensitive tagging
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Type of 

Experiment

POS and Overall

NOUN ADJ ADV VERB OVERALL

HCS 

v/s

HCA

TOURISM 0.65 0.48 0.63 0.69 0.61

HEALTH 0.64 0.45 0.76 0.73 0.61

NEWS 0.57 0.27 0.74 0.26 0.50
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To find if machine uses context for annotation

• Comparison of machine outputs for context sensitive and 
context agnostic scenarios

• Comparison of machine output for context sensitive data with 
Gold data

• Comparison of machine output for context agnostic data with 
Gold data
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Type of 

Experiment
Domain

POS and Overall

NOUN ADJ ADV VERB OVERALL

MCA

v/s 

MCS

TOURISM 0.34 0.13 0.05 0.31 0.27

HEALTH 0.26 0.16 0.30 0.29 0.24

NEWS 0.25 0.04 0.24 0.19 0.17
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Type of 

Experiment

POS and Overall

NOUN ADJ ADV VERB OVERALL

MCS

v/s 

MCA

TOURISM 0.72 0.56 0.61 0.74 0.68

HEALTH 0.69 0.56 0.79 0.69 0.67

NEWS 0.66 0.40 0.75 0.53 0.62
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Type of 

Experiment

POS and Overall

NOUN ADJ ADV VERB OVERALL

HCS 

v/s

MCS

TOURISM 0.80 0.71 0.82 0.78 0.78

HEALTH 0.81 0.80 0.88 0.60 0.81

NEWS 0.84 0.77 0.86 0.70 0.80
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Type of Experiment

POS and Overall

NOUN ADJ ADV VERB OVERALL

HCS 

v/s

MCA

TOURISM 0.65 0.48 0.63 0.69 0.61

HEALTH 0.64 0.45 0.76 0.73 0.61

NEWS 0.57 0.27 0.74 0.26 0.50
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Ontological 

Category

TOURISM

Count MCS v/s MCA HCS v/s MCS HCS v/s HCA

Verb of State 972 0.43 0.95 0.33

Action 863 0.25 0.83 0.21

Anatomical 798 0.35 0.89 0.34

Relational 721 0.33 0.75 0.18
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Ontological 

Category

HEALTH

Count MCS v/s MCA HCS v/s MCS HCS v/s HCA

Bodily action 1198 0.06 0.95 0.89

Quantity 1188 0.01 0.90 0.16

Qualitative 1118 0.22 0.86 0.17

Numeral 1000 0.42 0.99 0.43
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Ontological 

Category

NEWS

Count MCS v/s MCA HCS v/s MCS HCS v/s HCA

Physical Place 2209 0.67 0.92 0.73

Person 1829 0.47 0.90 0.70

Artifact 1796 0.27 0.85 0.61

Bodily action 1582 0.20 0.83 0.55
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