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WSD: strong Al or weak Al?

e Strong Al: mimic « Weak Al: capture only
human processing the functionality of
human processing

» Both structurally and ~ * Has been very
functionally successful in many

— Ape whatever the tasks at which
human does humans are good

However, consistently reported
low accuracy for WSD &




Preferred in multilingual
multi-domain scenarios
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A TAXONQMY OF WSD APPROACHES:
ALL WORDS GENERAL PURPOSE ACCURACY HOVYERS AROUND 60%




Should we change the
approach?

* Maybe WSD should be done the way
humans disambiguate?

« Study human cognitive process involved In
doing sense disambiguation




Tagging without context is often erroneous, and also a

cognitive load due to uncertainty
N\

In supervised WSD, machines rely primarily on prior

sense distribution probability
\

Machines seem to be able to do best with just P(S/W);

context per se does not seem important
\

*Paper titled “A Study of the Sense Annotation Process: Man v/s Machine” published in GWC 2012




Questions

* What are the cognitive sub-processes associated with
the human sense annotation task?

r Which classes of words are more difficult to
disambiguate and why?
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Lye

 Eye pause at a certain spot

» First data point

« Where someone is focusing, for how long and possibly
why

* Second data point
* Eye gaze movement from one position to another

\ Scan Path

 Combination of fixations and saccades
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Most comfortable technique to me
the eye.

The eye tracking glasses are used for broad range of mobile eye tracking The ergonomic chin rest eye tracking device for high speed and accurate
studies. measurements with a large visual field.

Image courtesy: www.smivision.com
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Futs and Fgans

2000 words used for experimentation

Analysis done on data for open class words
(nouns, verbs, adverbs and adjectives)

Data from 6 lexicographers (3 skilled, 3 unskilled)
collected

Annotators used Sense-marker tool for tagging
the word senses

Gaze patterns analyzed




An example of eye movement
during sense marking
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America: USA or N
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“North America”
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Note: Ball size indicative of the fixation time; lines are saccades




Cognitive sud-processes 10 $ense annotation”

Clue-word Searching: Consequently he/she looks for contextual clues around
the word to narrow down on 1 or at most 2 of the initial hypotheses

(Tclue)
[ ]

Ttotal= 7-hypo Tlue Tloss

*as discussed with the lexicographers, arguably our
Most important contributionn




Nesuiis

Lexicographer Time Taken (seconds)

Thypo Tclue Tgloss Ttotal

Skilled 0.33 0.74 1.16 2.24
Unskilled 0.74 1.56 4.44 6.75
Time variations between skilled and unskilled lexicographers

Unskilled lexicographers  Skilled lexicographers
!(seconds

T

clue gloss Ttotal Thypo T;'Iue Tgloss Ttotal

bring()laana - o . : 5.2 6.63 0.31 1.2 1.82 3.3
3ol (karanaa -
to do) ' 1.42 22 453 05 064 114 224

STl (jataanaa i X . - " i .
— to express) 4 e 45 5-93 9-09 25 39 . 19

Time taken for verbs by lexicographers (examples)




Results ;: time taken for different

POS categories
10
N NOUN
H VERB
£ ADVERB
B ADJECTIVE

Time (Seconds)

\
\ |

D
Lexicographer

Time taken for different POS categories for skilled (A-C) and
unskilled (D-F) lexicographers




Ontological

Ontology

Average of Time
Taken

HeARIdH (Event)

1.870816444

3 foham (Verbs of Non-volition)

2.59201

TEATHIS fohdT(Verb of State)

4.403871355

QMR ShrIgde bodily action

4.97281795

HAGTS b1 (Verb of Action)

5.376058091

RO feraT (causative verb)

5.635743

UYUTHTSH (Communication)

5.895843818

Hﬁm (Possession)

6.00231725

gRad-1gde (Change)

6.517/663706

fa=ATRT=Ie (Destruction)

8.7992645

8T Toham (Verb of Occeur)

12.06406657

Hifae aTargas (Physical State)

13.4773335

feRaargash fhar (Verbs of Continuity)

17.896006

SIS (Act)

20.2321495

A8 HTEATHTS (Mental State)

74.698983

Grand Total

5.896812948




D1scuss10ns
‘Cognitive sub-processes for Sense Annotation

* Three stages: Hypothesis building, clue-word searching and gloss
matching

' Skilled v/s unskilled lexicographers

* Unskilled T, >> T,
» Skilled T 55, ~ latch on to the POS quickly

loss clue, ;

/3

/4

‘Maximum annotation time for verbs

 High degree of polysemy
* Senses are fine-grained
* In some cases the hypothesis does not match the candidate senses

‘Adverbs and Adjectives

« Annotation time comparable to nouns
* Adjective and adverbs’ proximity to the noun helps



Cconclusions

v'Sense annotation process can be divided into 3 stages:
Hypothesis building (Tg,,), Clue-word searching (T,.) and gloss

matching (Tjoq;)

v'The theory can be verified by analyzing the gaze patterns

v'Skilled lexicographers annotate the words faster

v'have knowledge about the senses of a word (significantly
reducing the time Ty,

v'Verbs take the highest time among the POS categories given the
high degree of polysemy and lack of exact senses

v'Adverbs and adjectives are easier to annotate given their
position near a verb or a noun

v'Automating the process of identifying the clue-words from the
gaze patterns can lead to building a rich discrimination-net




P‘_-C‘_-. o) o o) J
NEILICETCINICES

E. Agirre, O.L. De Lacalle, A. Soroa, and |. Fakultatea. 2009. Knowledge-based wsd on specific
domains: performing better than generic supervised wsd. Proceedigns of IJCAI, pages 1501-1506.
Arindam Chatterjee, Salil Joshi, Pushpak Bhattacharyya, Diptesh Kanojia, and Akhlesh Meena.
2012. A study of the sense annotation process: Man v/s machine. In Proceedings of 6th International
Conference on Global Wordnets, January. G. De Melo, C.F. Baker, N. Ide, R.J. Passonneau, and

C. Fellbaum. 2012. Empirical comparisons of masc word sense annotations. In Proceedings of the
8t international conference on language resources and evaluation (LREC12). Istanbul.

D. Drieghe, A. Pollatsek, A. Staub, and K. Rayner. 2008. The word grouping hypothesis and eye
movements during reading. Journal of Experimental Psychology: Learning, Memory, and Cognition,
34(6):1552.

Mitesh M. Khapra, Salil Joshi, and Pushpak Bhattacharyya. 2011. It takes two to tango: A
bilingual unsupervised approach for estimating sense distributions using expectation maximization. In
Proceedings of 5th International Joint Conference on Natural Language Processing, pages 695-704,
Chiang Mai, Thailand, November.

R.J. Passonneau, A. Salleb-Aouissi, V. Bhardwaj, and N. Ide. 2010. Word sense annotation of
polysemous words by multiple annotators. Proceedings of LREC-7, Valleta, Malta.

S.P. Ponzetto and R. Navigli. 2010. Knowledge-rich word sense disambiguation rivaling supervised
systems. In Proceedings of the 48th annual meeting of the association for computational linguistics,
pages 1522-1531.

S. Vainio, J. Hy'on"a, and A. Pajunen. 2009. Lexical predictability exerts robust effects on fixation
duration, but not on initial landing position during reading. Experimental psychology, 56(1):66.










Larguagoa:

Catalegue

HeugaQialehijs: = 1

Order -
Vishk ou produ Cur
catalogu® nd our

o omm o I

Shepping trollov

Advice and information

bacx | help
Quick links
Hewda t ...7

|Please select -l

De(qed ﬂo&ng sol.tions

ef you nr:e- or people
who thiWiéerently.

r peoducts for:
roon\

om

oom

«and buy our

Yolficr,
ductsonline »

/ Kitchen

utility ~oom

Think combinations...

free? Just ki

creative floonng sclwtions.  details,

o Combine
SmartSteps
Combine our new solid
floor ties with Meuga
carpet tiles

Get inspired...
Se amazed by cur latest images of Heuga modular flooring

Saccades

Fixations

Image Courtesy: http://www.smashingmagazine.com/2007/10/09/30-usability-issues-to-be-aware-of/




