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Shared Task Overview
(2022 Edition)



2022 Edition - Motivation

● Improve MT output by exploiting information unavailable to the decoder, or by 
performing deeper text analysis that is too expensive at the decoding stage;

● Cope with systematic errors of an MT system whose decoding process is not 
accessible;

● Provide professional translators with improved MT output quality to reduce 
(human) post-editing effort;

● Adapt the output of a general-purpose MT system to the lexicon/style 
requested in a specific application domain.



2022 edition - Goals

● To extend the languages covered in our datasets;

● To further motivate post-MT efforts for automatic post-editing (APE);

● To encourage further research on low-resource Indian languages;

● To study and promote more fine-grained approaches for APE leading to better 

performance.



2022 edition - Task

Task: Automatic Post-editing for English-Marathi language pair.

Creation of APE model(s) which can identify and correct errors in the 
Machine Translation (MT) output using the gold-standard and synthetic
data provided by task organizers.

The task formulation remains the same as from previous rounds.

Novelty: 
Language Pair: Marathi is an Indo-Aryan language spoken by ~99 million speakers1.

Data Domain: Multi-domain APE for healthcare, tourism/culture, and general/news.

1Ethnologue 2022 - Ethnologue has been an active research project since 1951 which maintains online archives of recognized languages list, and their statistics.

https://www.ethnologue.com/guides/ethnologue200


2022 edition - Data Breakdown

Participants provided with training and development data consisting of (source, target, human post-edit) triplets. 

These sets respectively comprise of 18,000 and 1,000 instances, in which:

● The source (SRC) is an English (En) sentence;

● The target (TGT) is a Marathi (Mr) translation of the source produced by a generic, black-box NMT system 
unknown to participants.

○ Generated via a multilingual NMT system (Ramesh et al.,2022) is based on the Transformer architecture (Vaswani et al., 2017) and is 
trained on a total of 49 million sentence pairs where the En-Mr parallel corpus is 4.5 million sentence pairs. This parallel data is generic 
and covers many domains, including the three domains covered by the evaluation setting of this year: healthcare, tourism/culture and 
general/news.

● The human post-edit (PE) is a manually-revised version of the target, which was produced by native Marathi 
speakers.

Additionally, the participants were provided artificially-generated data, which:

● Consisted of 2 million synthetic triplets derived from Anuvaad En-Mr parallel corpus1.

1https://github.com/project-anuvaad/anuvaad-parallel-corpus



2022 edition - Test Data

1,000 (source, target) pairs

● Similar in nature to the corresponding elements in the train/dev sets (i.e., 
same domains, same NMT system). 

● The human post-edits of the target elements were used to measure APE 
systems’ performance both with automatic metrics (TER, BLEU) and via 
manual assessments.



Data Analysis and Evaluation
(2022 Edition)



Data Analysis

Table 1: Data breakdown from the APE shared task since 2015: languages, domain, type of MT technology, repetition rate and 
initial translation quality (TER/BLEU of TGT). The last column (δ TER) indicates, for each evaluation round, the difference in TER 
between the baseline (i.e., the “do-nothing” system) and the top-ranked submission.



Complexity Indicators: Repetition Rate

Complexity Indicators help identify the challenging nature of the task.

Repetition Rate (RR):

● Measures the repetitiveness inside a text by looking at the rate of non-singleton 
n-gram types (n=1...4) and combining them using the geometric mean. 

● The very low RR values (i.e., 1.46, 0.89, and 0.72 respectively for the SRC, TGT 
and PE elements) seem to confirm that repetition rate is a scarcely reliable 
complexity indicator.

● Values close to those observed in rounds were the top-ranked submissions 
achieved both very large (2020) and very small (2021) gains over the baseline.



Complexity Indicators: MT Quality

Complexity Indicators help identify the challenging nature of the task.

MT Quality of TGT:

● Measured using TER and BLEU.
● In principle, higher quality of the original translations leaves the APE systems 

with smaller room for improvement.
● The quality of the initial translations (20.28 TER / 67.55 BLEU) places this 

round among those of medium-high difficulty (20.0 < TER < 25.0)
● The δ TER of this year (-3.49) [Table 1] also falls in this range, confirming the 

correlation between the quality of the initial translations and the actual 
potential of APE.



Complexity Indicators: TER Distribution

Given the TER Distribution on test set this year:

The APE 2022 test set can be considered of 
medium-high difficulty compared to the past 
rounds.

As shown in the figure, the TER distribution is 
quite skewed towards lower values (about 45% of 
the samples fall in the 15 < TER < 45 interval) but 
only 10% of the items can be considered as 
perfect or near-perfect translations (i.e., 0<TER<5).



Evaluation Metrics

● Automatic evaluation was carried out after tokenizing the data using 
sacremoses.

● Computing the distance between the automatic post-edits produced by each 
system for the target elements of the test set, and the human corrections of 
the same test items. 

● Case-sensitive TER (Snover et al., 2006) and BLEU (Papineni et al., 2002) were 
respectively used as primary and secondary evaluation metrics. 

● The official systems’ ranking is hence based on the average TER calculated 
on the test set.



System Submissions and Results
(2022 Edition)



Baseline Approach

● The official baseline results - TER and BLEU scores calculated by comparing 
the raw MT output with human post-edits. 

● This corresponds to the score achieved by a “do-nothing” APE system that 
leaves all the test targets unmodified. 

● For each submitted run, the statistical significance of performance differences 
with respect to the baseline was calculated with the bootstrap test (Koehn, 2004).



System Submissions

Each participating team was allowed to submit at most 2 system outputs (explicitly indicating primary submission). 

● In the case that none of the submissions is marked as primary, the latest submission was considered the 
primary submission.

Submissions invited via email with a file naming pattern:

● INSTITUTION-NAME_METHOD-NAME_SUBTYPE, where:
○ INSTITUTION-NAME is an acronym/short name for your institution, e.g. "UniXY"
○ METHOD-NAME is an identifier for your method, e.g. "pt_1_pruned"
○ SUBTYPE indicates whether the submission is primary or contrastive with the two alternative values: 

PRIMARY, CONTRASTIVE.

Participants also invited to submit a short paper to WMT (optional).

Multiple extensions were provided to all participants given the challenging nature of the task.



Submissions Received

Table 2: Submissions received from these three* teams. 

*The IIIT-Lucknow team did not produce a system description and is left out of our analysis.



Transformers-based APE system built using fairseq (Ott et. al., 2019)

Approach:

● Data Augmentation - generating synthetic triplets
○ In-house MT system

■ Translate text drawn from various sources.
○ External System (Google Translate)

■ Back-translate the post-edits in APE train set.
● Mixture of experts’

○ Using domain-specific adapters added to the decoder the the base APE model.

LUL (Samsung Research and Communication University of China)



Transformers-based APE system using a multi-source approach (Chatterjee et. al., 2017)

Approach:

● Two encoders to generate representations for SRC and MT, w/ a single decoder.
● Curriculum-learning strategy

○ Incrementally done using synthetic data, and then fine-tuning on real APE data.
● Uses LaBSE to filter low-quality synthetic triplets.
● Additionally, uses sentence-level quality estimation model to avoid 

overcorrection where the data was acquired from the newly release En-Mr 
subtask data from the QE Shared task. 

IITB (Computation for Indian Language Technology Lab at IIT Bombay)



APE Shared Task Results

Table 3: Results for the WMT22 APE English-Marathi shared task – average TER (↓), BLEU score (↑) Statistically significant 
improvements over the baseline are marked in bold.



Submission Analysis

Table 4:  Number (raw and proportion) of test sentences modified, improved and deteriorated by each run submitted to the APE 
2022 English-Marathi sub-task. The “Prec.” column shows systems’ precision as the ratio between the number of improved 
sentences and the number of modified instances for which improvement/deterioration is observed (i.e., Improved + Deteriorated)



Conclusion and Future Direction



Conclusion

● 8th round of the APE shared task conducted in 2022. 
● Language pair focus on English - Marathi with domain focus on:

○ Healthcare
○ Tourism/Culture
○ General/News

● Human evaluation carried out but unreliable outcome.
● Discussion on complexity indicators - medium/high difficulty APE task.
● Two systems able to improve over the “do-nothing” baseline.

○ Error reductions upto -3.49 TER and +5.37 BLEU.
○ Confirms viability of the APE task for downstream improvements of “black-box” NMT systems.



Future Direction

● New test sets ready for future En-Mr APE Shared task for 2023 and 2024 
editions.

● We invite submissions for the 2023 APE Shared Task. :)
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