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Purpose of the work

® To experiment with automatic extraction of clues which
will be useful in context based WSD.

® To study the relevance of using association based method
such as PMI for ranking extracted clues.

® To develop a basic framework of the Discrimination Net
comprising of the clues.
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Motivation

® Current WSD methods do not make use of the context
effectively.

® Heavy weight memory utilization due to large size
probabilistic models

® Intensive processing because of inference over graphical
models.

® Need of a light weight (memory resident) high accuracy
WSD mechanism.



Word Sense Disambiguation

® WSD entails computationally finding the sense of a word
In a given context.

® Current WSD models based on probabilistic methods
which require heavy processing.

® Our work is based on the development and use of a tool

to mine collection of context clues to form a
Discrimination Net.



Previous work

® Chatterjee et al. (2011) showed that contextual evidence is predominant
parameter for human (and hence machine) sense disambiguation process.

® Joshi et. al. (2013) showed that annotators do not focus on sentential
structure but look for specific words, thus helping identify the domain.

® Kanojia et al. (2012) developed a basic tool for Wordnet navigation and
manual clue selection by annotators.

® Using insights from these works, the concept of Discrimination Net was born,
which started out from the Clue Marker Tool.



Clue Marker Tool

Clue marker tool (earlier Sense discrimination tool) developed by Kanojia

et. al. provided with simple functionality of allowing lexicographers to tag
clues to senses.

Clues were to be added from gloss, example sentences present in the
Wordnet database.

We improvised on it by embedding concordancer and automatic clue
mining from concordancer.

Previous features:
® Centralized user management system
® Phonetic typing and Devanagri keyboard.
® Wordnet navigation

® Manual clue addition to database.




Clue Marker Tool: Screenshot

Synset ID

Gloss:
Example:
Category:
Clue Words:

Last Edited by: admin

P
Synset Words:  3STedT, 3STTa, Hecdeet. 1T, HATGRE, 35T, 35T, 3Te e, Hele 31, HeATATel 3N ey
TR Se o foram gt

SEH AT &

adjective

FAHAISTHSTH A T QIS AT BT

A=A [T o Tor T glTHT AT Bl FTA[FEH]

clue warker tool v4.0

(Text Transliterates in Hindi as you type)

Logged in as:
Administrator

Important Links

Administration Cente!
CFILT Home

Hindi Word|
Re

Navigate to:

Syr

Automated Clue Search Mechanism

[ Click here to Search for possible clues ]

Add to Clues

Concordancer Hindi Corpus Search

(Text Transliterates in Hindi as you type)

Enter the word or phrase: Show: 20 results ~

Click here for Devanagari Keyboard




Clue Marker Tool: Navigation &
Clue Addition

Previous First Page Next

Last Edited by: jaya

Synset ID: -

Synset Words: 9T TUT, e TITH, 90T 1A, q0I-TU A, 90T Td
Gloss: IE TUTA S 9T AT ST

Example: figait ¥ e Freft v TRT FUTET

Category: noun

Clue Words:  TTe=| e[ TUTH TS TATA|HT TATH|T0T-TU | g3t el 3= |[7feez g

(Text Transliterates in Hindi as you type)

SRR EYEA=| IR T e |- g e A AR T |

Add | Reset @ Submit Refresh

\N N



Clue Marker Tool: Automatic Clue
Generation

Automated Clue Search Mechanism

139 Possible Clue words:

315, 3TSTaE:, 37¥, HACRUT, AR, HALOT, HTAHRY, T, AT, 3R, STHT, 5, ScaAUTIRR, 3237, FURAT, HUT, Herdd, Hea, Healdl, Hracd,
ST, HROT, T4, el DI, &AeY, Glet, ITH, ACHNA, AT, e, T, e, AT, BeTel, BT, STed, SFoHdT, ST, T, A, STg, o, A1,
areT, areT, T, e, &=, Sad, GRI-ahTel, €1, €T, €41, v, A1, A3, ReR, AfdeR, =i, 9fd, Radocd, WHATH, WA, IRadH, 9,
fe, aTet, TR, T, 99, Setotes, T89, 9T, Sfaferer, woaet, sogei, siiort, {5, ¥a, s, S, aoar, Sardr, Sar, 9T, a1, ST, §9T, 579, 873, 7S,
FAT, 7Y, ATAAT, FAleAoA, AT, AT, ART, AR, ARTCIIS, Agoira, &9, oilell, ofdT, oid, @i, aoie, oA, I, aed-3e, fawor, favady, agf, 6,

e JA i AR K



Clue Marker Tool: Concordancer

Concordancer Hindi Corpus Search

(Text Transliterates in Hindi as you type)

Enter the word or phrase: &aar Show: 20results

Click here for Devanagari Keyboard

| Total 1359 occurences found...

[First l[ Previous ]ol Next ][Last ”Addtoclues]

1 o &1 0 58 TG & : Teol S ot Saar I, e e A ¢ |

2: GoTH Ueh AT ATIedl o A , Ria g9l S8 aar ot Jard, fofer , fider &1 9o, $cfe 99a & |

3: Toeg eI 3UTAVE] & HTEN §eA & WA Ocd & (59 DA S oo searFaf@aa i) |

4: ATAT DIAE , SHANA AT AT Tl 6 ¢ |

5 SI¥, FOT &Y THRAT ATAT ST & Toteteh Hefiel archt W CdT-cach & , 31X AT &1 |1, el GAT-Sachi3il &t HooT T 61 9 AAT ST § |

6 StafrEaE, & Zaa {ET-fadel Beg HEh T o Ao 3T |

7: TG o fEeg €9 & 9 AT ST T (S AR & T H ) IORT, TH , FOOT, §IAA , Fiicihd , §H-1e% 3R 15, 3R St (e Avar & 3wfer & s § ) S geit, ardelr, e, <fworr,
e, T, FeardT, Frelr , $oania |

8: T gt Saan Wioh A 3feataa €, 3R 36 Fa TEr 33 TS qardi s g |

a: wmm%%m#mﬁssméﬁmmmﬁ@

10:81, ugah@nﬁﬁmazﬁramugwwaméaﬁ#ﬁwuﬁzmﬁmbwmmammmwmmﬁ@&mﬁaﬁtmaﬁﬁm#mﬁmﬁw
ﬁnwwﬁmaﬂrwmmaﬂwwﬁmﬁmaﬂrmmaﬁa HEFRE |

llzm$mmﬁwmmﬁmm-mmmwama\

12: e 3UTINE, Aedie, aaT [aae el 3 HROT difad Al S & |

13: ST Ueh AT ATl 1 Hfcrar , Ria gorafe S Saam i 7ard, fofer, draer 6 9ot , seaife wga & |

14: foeg eI SUTAE] & ITHR 96 H & WA dcd & (9 B & oo sear A AfAd A Hl) |

5 AT RIS, SHAN A AT AT TR B : |

16: Hedd daled , #79Tag, A, dg , 391G, 3 & Farias Fel SdI-Caal T & WA & [afetesl $9 ¢ (IR WA ST FeA A& g) |

17: FNATET & HFAR AT SA-GTaT FIAA Focll TG & , 3N 3e7h IH HIS T $a 61 6 |

18: 31, T T ILARGT ATAT AT & foteveh 37eleT arehy Tl qai-caat & , 3 arer & arer, |eft Sd-Caanait & 0T o &1 §9 AT A & |

19:Gﬁ8ﬁmﬁ’f,ﬁ'mm-m%ﬁm$mﬁﬂgl

20:81G % fgwg &¥ & 713 ST ST A (S HAAR & & 3 )-- AORT, TH , FOT, GIAT , Ty , GI-Tow 3R a5 , AR St ( et avar it 3w & S g ) S geit, ardelr, s, e,
T, I, G, @ell , 5G|




Automatic clue extraction

1. Select N sentences (N=10 for the results reported here) from

the concordancer search results by using the first word of the
synset as a search term.

. Run the Hindi part of speech CRF tagger on these sentences.

. Select the nouns and verbs from the tagged words.

1. Previous works (Chatterjee et al., Joshi et al.) showed that Nouns and
Verbs are best indicators of a word sense

2. This point of view is supported by in house linguists.

. Remove stop words, noise and duplicates.



Clue word ranking

® Automatically generated clue words may not all be good
for future usage in disambiguation.

® Using association based measures (PMl in our case) one

can rank extracted clues in order of their importance for
disambiguation.

® Algorithm

® Generate the set of possible/candidate clue words by corpus searching,
POS tagging and filtering .

® For each clue word generate scores. (Formula in next slide)

° Sort list of scored clues in descending order and consider top 10 clues.



Pointwise Mutual Information

® PMI, a concept from information theory, is indicative of
the degree of association between two words.

® In this case, the current synset member and the

potential clue word.
p(target, clue word)

PMi(target, clue word) = log, p(target) »p(clue word)

#(number of sentences containing x and y)

p(xy)= #(number of sentences)

#(number of sentences containing x )

pO)= #(number of sentences)



Results of PMI ranking

3TOITET M(aparadhl criminal), QUS(danda - penalty), TS1T(saja - punishment), §cAT(hatya - killing), W(sadhup
(aparadha) - sage), inEFl'(caunka surprised), m(bangle bungalow), (_*”a(lauta return), ICelIshH (ghatnakrama —
(crime) development), W(sokar - slept)

M(ananda - joy), mﬁ(vanaspatl flora), mi'(sparsa touch), W(sthlrata stability), QT'@h'(sakm -
(puspita) girlfriend), W(samparka contact), Q“ﬁ(santl —silence, peace), Ydel(pavana - wind), mﬁ(samanwta 5

(flowering) incorporated)

3T m(anétho - orphans), ATTI A (anathalaya - orphanage), Hi'-aTq'(maa-baap - parents), a(_'"?n'(batéti =
(anatha) inform), FATQT(marti — to hit), TelTeTT(calana - to operate), ﬂm(mainéjara - manager), @™ (asahaya -
(orphan) helpless), @W(khokar - lose)

HIATA Sleleh(janak - originator), Hgel(sahan - to endure), ALeIl(marna - to die), HHSI (samajh - understandlng),a'%'
(apamana) (kahe - said), 3{@1(bhukho hungry),qﬂ'fa?r(parlkshlta tested),B\'_f-l?lT}ﬂ'(sucanao mformatlon),ag(munh

(insult, affront) mouth)



Synset reinforced clue ranking

® In PMI based ranking, Only first word of synset used to
retrieve clues.

® Same set of clues for all synsets with same first synset words were
produced.

® Remedied this by considering additional members of each

synset (three in our case) and all possible clues (instead of top
10).

® For each synset found intersection of set of clues.

® The common clues are the stronger indicators of word sense.




Results of reinforced clue ranking
o] s | oo

ohlel(kaal - time), Hcg(mrityu - death), ®U(roop — form, shape), 3TSl(aaj - today), gﬁ'{ﬂ

(J(?)r;r::\?) (duniya - world), JdT(yuga - era)
5_ o] W@W(prayogshalaa laboratory), ehI{Ul(kaaran - reason), Wﬂ(anusandhaan -
(cffr?gninmai)e) research), 3T€J eI (adhyyan - study), #TYT(bhashaa - language), FITJ(F(tarka argument)

3.]-[1%‘3-@- 3THATd(abhaav - scarcity), ShIXUT(kaaran - reason) 1;Ié\'Ql'(Pradesh territory), f\Ta:IT(shlksha-
(aadivaasi) educatlon),\_ﬂ?'lx_rlﬁ(]anjaatl tribe, folk), 3:|TG|'|FITUT(bhashaantaran translatmn),ﬁa'la'

(tribe) (vivaada - debate), IdE AT (avasthaapan — habitation, abode)
3(||idaa|zi)l W(Janasankhya population), XToU(rajya - state),?thT}ﬁseemaon borders),
aadlvaasl

(sanskriti - culture), m?n'(aakalanon estimations)

(domicile)

EEI 1 y I“ 1 F’El'(sangha union), ®Y(roop - form), é(?ﬁ'(deshon - countries), Ql'%cl'(shakti - power), faeg

(yuropiya, yuropi)
(related to Europe) (vishwa - world)

e, FT

(yuropi, yuropiya) HTT(bhasha - language), (_*ﬂ?ﬁ'(logon - people), qﬁaﬂ(parivaar - family)

(European citizen)

N N



Error Analysis

® Studied sentences from concordancer which led to wrong
clues.

® Three main sources of poor clues:

® Chance co-occurrence:

® 3T (anatha) (orphan) has clue word ﬂﬁGIT(manager), but is a
poor clue because it co-occurs with 3Tl (orphanage).

® Lack of Context:
® Utilization of only 10 sentences limits number of clues.
® Absence of word in corpus:

® Prevents any clues from being generated. Limits us to example and
gloss.



Discrimination Net

® Our Discrimination Net is expected to produce a

Structured net with synset word (green) connected
to Clues (yellow) as neighbors.

® The Weighted edges give the scoring which,

for now, is PMI.

® This structured net will be further augmented

by inclusion of semantic relations from WordNet.



Conclusions

® Clue marker tool is useful in extracting clues which will

assist in better utilization of context in word sense
disambiguation.

® Automatic clue extraction reduces cognitive load on
lexicographers.

® PMl is a reasonable clue ranking mechanism.

® Clue overlap gives stronger and more indicative clues.



Future Work

® Extracted clues in the form of a graph can be memory
resident and will be useful in light weight WSD module.

® Accuracy for such a model to be compared with other
WSD methods.

® Finally, A framework is to be developed which can

Discriminate between fine grained WSD senses using clue
words in context.



Resource

® CFILT Resources available at:

®* www.cfilt.iitb.ac.in

® Publications & References:

® http://www.cse.iitb.ac.in/~pb/pubs-yearwise.html

® Clue Marker Tool:

® www.cfilt.iitb.ac.in/~diptesh



http://www.cfilt.iitb.ac.in/
http://www.cse.iitb.ac.in/~pb/pubs-yearwise.html
http://www.cfilt.iitb.ac.in/~diptesh

Thank you! &2

\



Refrences

Pushpak Bhattacharyya, Arindam Chatterjee, Salil Joshi, Diptesh Kanojia and
Akhlesh Meena. 2011. A Study of Human Sense annotation process: Man v/s
Machine. Global WordNet Conference, Matsue, Japan.

Pushpak Bhattacharyya, Arindam Chatterjee, Salil Joshi and Diptesh Kanojia. 2012.
Discrimination Net for Hindi. COLING, Mumbai, India.

Pushpak Bhattacharyya, Salil Joshi and Diptesh Kanojia. 2013. More than meets the
eye: Study of Human Cognition in Sense Annotation. NAACL HLT 2013, Atlanta,
USA.

Charles Clarke and Egidio Terra. 2003. Frequency Estimates for Statistical Word
Similarity Measures. NAACL HLT 2003, Edmonton, Canada.

Christiane Fellbaum. 1998. WordNet: An Electronic Lexical Database. Cambridge,
MA: MIT Press.

Pushpak Bhattacharyya, Debasri Chakrabarty, Dipak Narayan and Prabhakar
Pande. 2002. An Experience in Building the Indo WordNet- a WordNet for Hindi,
International Conference on Global WordNet (GWC 02), Mysore, India.




