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Natural Language Processing (NLP)

Generate Human 
Language

Generation of understandable human 
language to interface with humans.
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Understand 
Human Language

A key goal of NLP is to ensure 
that machines understand 
human language.

Analyse Human 
Language

Textual analytics, extraction, 
and retrieval to analyze the 

information present in human 
language.
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Natural Language Processing (NLP): A Dialogue Perspective

Generate Human 
Language

Dialogue Generation
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Understand 
Human Language

User Intent Identification

Analyse

Entity Recognition
Relationship Extraction

Sentiment, Emotion, Humor,…



Why 
Conversational AI? 

• Text Messaging is a popular form of interaction 
and chatbots are able to streamline interaction 
between people and ‘services’.

• Chatbots are scalable

• Always available – less dependence of human 
resources.

• Helpful for organization in multiple geographies.
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Conversational Framework

(nearly)

Impossible General AI

Rule-based Smart-machine

Open
Domain

Closed
Domain

Retrieval-based Generation-based
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Dialogue System Architecture: Research Domains
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(speech-to-text)
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NLU Engine Base Components

Intent Classification Entity Recognition

Natural Language 
Understanding

Goal: Inform the machine of user intention Goal: Attributes for the task user intends to do

Book me a flight, raise a ticket, book me a cab, set an alarm LOCATION, TIME, DATE, CUISINE, RATING, 
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Language Understanding

• Machine Understanding

• Language Models
• Tokenization

• Vectorization

“Hello, Can you book me a flight 
to New Delhi?”

<1.403, 0.343, -0.453, ….., 0.000>



Tokenization

• Allows the model to 
understand known tokens

• Breaks unknown tokens into 
sub-words

• Sub-words based on partial 
known words

Image Source: https://satish1v.medium.com/tokenization-for-bert-models-5c20734d1aca



Word 
Embeddings: 
Vectorization

Image Source: https://jalammar.github.io/illustrated-bert/



Attention! 



Intent Classification: Task Perspective

• In essence, an intent classifier analyses texts automatically and 
categorizes them into intents such as booking, spam, complaint,  
query_reservation, query_service, query_complaint, and so on.

• It enables the organization to be more customer-centric, particularly 
in areas like customer service and sales.

• Leads to faster dealing with massive number of queries while 
providing individualized service.
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Intent Classification: Dataset

• Potential text coupled with intent as a label.
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Classification Task

• Each data instance is converted into a vector

• The machine learns to map the label to this 
vector

• The complete training data is mapped to its 
lables – instance by instance (or batch by 
batch)

• Machine understands which tokens 
correspond to what label

Image Source: https://jalammar.github.io/illustrated-bert/



Testing / 
Evaluation

• Held-out set from the data known as Test set.

• Evaluation using statistical measure known as F1-
score which is based on Precision and Recall 
scores.

• Precision – quality of the prediction of intent 

• What proportion of intent identifications 
was actually correct?

• Recall – how many of the intents were found?



Lifelong Learning framework

https://chywang.github.io/papers/kdd2021.pdf
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Intent Classification Entity Recognition

Natural Language 
Understanding

Entity recognition is the task of identifying and extracting structured 
information from the unstructured text. 
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(Named) Entity Recognition

Image Source: https://umagunturi789.medium.com/everything-you-need-to-know-about-named-entity-recognition-2a136f38c08f



Token Classification vs. Text Classification

Tokens are provided labels.

Token labels are predicted by machine

Text sequence is provided a label.

Hence, text label is predicted by machine

Same evaluation technique used for both tasks. 



Dialogue Flow



Challenges with Dialogue Flow

• Task oriented chat vs. chit-chatting.

• Change in user intent. 

• Dialogue state management – continuation of a leftover conversation.

• Start with heuristics or rules – then go for generation.

• Language Generation!
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Other NLP Investigations

• Abbreviation Detection (LREC 2022)
• We contribute a large resource for detection of abbreviations and acronyms in the scientific 

domain. 

• Named Entity Recognition (LREC 2022)
• We contribution the largest known manually annotated Hindi NER corpus. 

• Offensive Language Identification for Indic languages (ongoing for Malayalam)

• Using Abstractive Summarization to automate the fact-checking pipeline 
(Submitted to COLING 2022)

• Investigation on use of Cognitive features to improve NLP task performance. 

and some more…
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Thank you!

• Questions?
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