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ervised NMT
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Unsupervised NMT - Why?
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enerous deal with them remains the key to lasting peace in the Middle East. |
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"Unsupervised” NMT

e No parallel corpus
However, the requirement is:

e Large monolingual corpus
e Cross-lingual Word Embeddings
e Low-resource languages

Image Source: Paramount Pictures



Resource Constraints

e Lack of resources for NLP tasks.

e Low resource languages.
o Indian Languages including Sanskrit.
o Hebrew, Greek, and Latin.

e Obscure Languages such as Sentinelese (North Sentinel Island,
Indian Ocean), Ugairitic, etc.

e Monolingual corpus may be available.



Resource Generation/Building

e Parallel word mappings can be generated.
o Unsupervised Embedding mappings (similar script).

e \Word mappings can also be created manually.
o For language written in different scripts, but human supervision is
needed.

e Word representations form the crux of most NLP tasks.



Foundations

1. Cross-lingual embeddings
2. Denoising Autoencoder

3. Back-translation




Word Representation for Humans

In humans, the acquisition of information and creation of mental representations
occurs in a two-step process. (Ramos et. al., 2014)

Sufficiently complex brain structure is necessary to establishing internal states
capable to co-vary with external events.

The validity or meaning of these representations must be gradually achieved by
confronting them with the environment.



Cross-lingual Word Embeddings

The geometric relations that hold between
words are similar across languages®.

o  Forinstance, numbers and animals in English show a
similar (isomorphic) geometric structure as their
Spanish counterparts.

The vector space of a source languages can be
transformed to the vector space of the target
language t by learning a linear projection with
a transformation matrix W,

Image source- www.mikelartetxe.com



Cross-lingual embeddings: Approaches

Cross-lingual embeddings

N

Mapping based

Joint loss based

Vecmap

Pseudo multi-lingual
corpora based

Y

Joint - Replace
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MUSE

Joint Matrix
Factorization

Y

GeoMM

RCSLS

Random
Translation
Replacement

Y

Multilingual
Cluster




Cross-lingual embeddings: Mapping based

e Task is to learn W, and
W, (the transformation

matrices)
XW, e X, Y are monolingual
embedding spaces
YW




MUSE

Given, target Vector Y and source Vector X
Learns Mapping Y=XW.

Trains a discriminator to tell whether two
vectors are from the same language.

Also, a generator to map the vectors
from one language into each other.

Conneau, Alexis, Guillaume Lample, Marc'Aurelio Ranzato, Ludovic Denoyer, and Hervé Jégou. "Word translation without parallel data."
arXiv preprint arXiv:1710.04087 (2017).



VecMap (Artexe et al. 2018)

Embedding Unsupervised
Normalization Initialization

Symmetric

=== Self Learning |== Reweighting

Embeddings Normalization
o Length normalization + Mean centering + Length normalization
Unsupervised initialization
o Assume both spaces are isometric
o Nearest neighbor retrieval on XX" and YYT
Self training
o Compute the optimal orthogonal mapping by maximizing the similarity
for the current dictionary D
o Compute the dictionary over the similarity matrix of the mapped
embeddings
Symmetric weighting to induce good dictionary
o W= us'?, W, = VS12

Artetxe Mikel, Gorka Labaka, and Eneko Agirre. "A robust self-learning method for fully unsupervised
cross-lingual mappings of word embeddings." ACL 2018.



Joint training * Cross-lingual alignment
(Wang et al 2019)

e Jointinitialization
o Joint training using monolingual embedding training algorithm using combined corpus

e Vocabulary reallocation
o  Create source, target and common vocabulary

e Alignment refinement
o Mapping based algorithm for align source and target to the same space

Wang Z, Xie J, Xu R, Yang Y, Neubig G, Carbonell JG (2019) Cross-lingual alignment vs joint training: A
comparative study and a simple unified framework. In: International Conference on Learning Representations



Foundations

1. Cross-lingual embeddings
2. Denoising Autoencoder

3. Back-translation




Autoencoder

Input layer

Output layer

Hidden layer
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Representation learning
Neural network to learn
reconstruction of the data
Optimize Reconstruction
Error

Balance between
o  Accurately build a reconstruction
o Handle inputs such that the
model doesn’t learn to copy the
data



Denoising auto-encoder

@ G 6 e Learn to generate original
sentence from a noisy version

of it

Eliminates the learning of

@ - \“‘/G\’(/Q ’ identity function
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Denoising auto-encoder

Noisy sentence e Encoder representation is the representation
for noisy sentence

e Decoder tries to generate the original
sentence from the encoder representation of
the noisy sentence

e Asentence can be corrupted using different
types of noise

Decoder o Swapping of words

o Removal of words

o Replacement of words with other words

Encoder

Original sentence



Foundations

1. Cross-lingual embeddings
2. Denoising Autoencoder

3. Back-translation




Back-Translation

e Utilize monolingual data of target language

e Generate pseudo parallel data using MT system in opposite direction
(target->source)

Monolingual
data of L1

—_—

MT system (L2>-L1)

Translated
sentences

Generation of
pseudo parallel
sentences

e Train MT system (L1->L2) using a combination of parallel and generated
synthetic data both

Sennrich, Rico, Barry Haddow, and Alexandra Birch. "Improving Neural Machine Translation Models with Monolingual
Data." In Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long
Papers), pp. 86-96. 2016.



lterative Back-Translation

D=Parallel corpus
T SD=Synthetic data
Train MT , ,, ,using D D=DUSD
Generate synthetic data(SD) for MT . _ , using Generate synthetic data(SD) for MT , _, , using
MTL2->L1 I\/ITL1->L2
D=DUSD Train MT . _, ,using D

| ]




lterative Back-Translation

Setting French-English English-French Farsi-English English-Farsi
100K IM 100K IM 100K 100K
NMT baseline 16.7 24.7 18.0 25.6 21.7 16.4
back-translation 7574 27.8 215 27.0 22.1 16.7
back-translation iterative+1  22.5 - 22.7 - 22.7 17.1
back-translation iterative+2 22.6 - 22.6 - 22.6 17:2

e Beneficial for Low resource languages also

Image source: Hoang, Vu Cong Duy, Philipp Koehn, Gholamreza Haffari, and Trevor Cohn. "lterative back-translation for neural
machine translation." In Proceedings of the 2nd Workshop on Neural Machine Translation and Generation, pp. 18-24. 2018.



UMT Approaches

Tamali Banerjee

. Unsupervised NMT
. GAN for UNMT

. Unsupervised SMT
. Hybrid UMT




Introduction

In ICLR 2018, two
concurrent papers
showed that itis
possible to train an
NMT system without
using any parallel data.

List of papers

Mikel Artetxe, Gorka Labaka, Eneko Agirre, and
Kyunghyun Cho. 2018. Unsupervised Neural
Machine Translation. In Proceedings of the Sixth
International Conference on Learning
Representations (ICLR 2018).

G. Lample, A. Conneau, L. Denoyer, MA. Ranzato.
2018. Unsupervised Machine Translation With

Monolingual Data Only. In Proceedings of the Sixth

International Conference on Learning
Representations (ICLR 2018).




Components of U-NMT

e Bi-lingual embedding: It projects word embeddings of both languages in the same
embedding space.

e Language modeling: It helps the model to encode and generate sentences.
o Through initialization of the translation models.
o Through iterative training.

e |terative back-translation: It bridges the gap between encoder sentence
representation in source and target languages.



Effect of Back-translation

2-d visualization of Encoder sentence representations
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Image credit: Rudra and Jyotsana

2-d visualization of Encoder sentence representations
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Architecture

e Bi-lingual embedding layer L1 decoder

softmax

Shared encoder (L1/L2)

attention

e Encoder-Decoder architecture ;,

. j]

e Dual structure

e Sharing of modules

S 4

c
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_________’,:'/

Image source: Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In
Proceedings of the Sixth International Conference on Learning Representations (ICLR 2018).



Training Procedure

for n iterations

b ]

—ODAEsrc=ADAEg—> BT Ssrc=>{ BT Strg[=>

DAE_ : Denoising of source sentences; DAE, : Denoising of target sentences;
BTS_, : Back-translation with shuffled source sentences; BTStrg: Back-translation with shuffled target sentences;
n : total number of iteration till it reaches stopping criterion.



U-NMT: Denoising of source sentences

Trainable unit

Input src sentence

I
I
] o confidential
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| passed to the
[ tea

[

I

softmax

Input src sentence Noisy src sentence Shared encoder (L1/12)

attention

T |
confidential I Noise I confidential - J
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Source: Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In
Proceedings of the Sixth International Conference on Learning Representations (ICLR 2018).



U-NMT: Denoising of target sentences

Trainable unit

L1 decoder
(- - T T T T T T TT T T, T T T T T T T T ~
| I
| softmax ] :
: A 5 |
Input trg sentence Noisy trg sentence : Shared encoder (L1/12) Ll g l
: | 3..; |
I |
| |
_ —————— : N | '
le disque | ] | comprendra [e : N e ___ J
comprendra Noise l aussi deux . N :
aussi deux --> addln'g Q- disque L2 decoder . Input trg sentence
I algorithm | chansons en : S S ~
I I italien : 1 |
——————— | softmax ] [ ’
I | le disque
: § : : comprendra aussi
R [ deux chansons en
: © : : italien
| I
| |
N e e e e J

Source: Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In
Proceedings of the Sixth International Conference on Learning Representations (ICLR 2018).



U-NMT: Back-translation Corpus Construction
(source to target)

Non-trainable

Input real src
sentence

attention

confidential ; confidential

data has been I i e beem Outputin trg language

(synthetic sentence)

passed to the . passed to the
team

des données
confidentielles

avaient été
transmises a I

attention
1
1

Source: Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In
Proceedings of the Sixth International Conference on Learning Representations (ICLR 2018).



U-NMT: Back-translation Corpus Construction
(target to source)

Non-trainable Output in src language
(synthetic sentence)

—_—_————e—ee— e —

Input real trg
sentence

the disc will also

include two songs
in Italian

Shared encoder (L1/L2)

le disque

comprendra
- aussi deux

chansons en

italie

e

=
i
=}
=
[}
2
£
©

le disque
comprendra
aussi deux

chansons en
italien

B!

attention

Source: Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In
Proceedings of the Sixth International Conference on Learning Representations (ICLR 2018).



U-NMT: Training with Back-translated data (source to
target)

Trainable unit

L1 decoder
(T T T T T T T T T T T T b
: softmax ] :
A
Input synthetic sentence L : hared g i : é :
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I ; D N [ |
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L T T N .
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Source: Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In
Proceedings of the Sixth International Conference on Learning Representations (ICLR 2018).



U-NMT: Training with Back-translated data (target to
source)

Trainable unit Output real

................................................................................................................ - Sentence
: L1 decoder : insrc language

softmax

softmax ]

| [
’ ] L
Input synthetic sentence 'f 5 | confidential
Noisy input sentence sh = [ data had been
ared encoder (L1/L2 I L
Intgtlanguage - o ___2FTETET (____)___\ y : E’ : 5 passed to the
——————— ‘O | e
> : ) données : N I |
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attention

Source: Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In
Proceedings of the Sixth International Conference on Learning Representations (ICLR 2018).



Comparison between two approaches

t ' f
S L1 5 L2 Shared
ecoder ecpder Dec?der
B i
Shared Encoder P
EnCPder ¥ -- Shared path
Artexte et al. Lample et al.

e Decoders are non-shared for Artexte et al. and shared for Lample et al.
e Lample etal. initialises training with word-by-word translation. [Next few slides]

e Lample etal. uses alanguage discriminator for encoder representation. It
challenges the language invariance nature of encoder representations. [Next

subsection]



Training with word-by-word translation

(surakshit)

W R GRT @

(ghar par
surakshit rahen)

—_—

_—

Unsupervised
dictionary induction

Unsupervised
dictionary induction

ACUHA
(salamata)

Generation of
word-translated
sentence

YR AUlLG UAHA
¥q
(Ghar Calu

salamata
rahévum)



Training with word-by-word translation

W R GRT @

(ghar par
surakshit rahen)

Hindi

monolingual
corpus

_—

Unsupervised
dictionary induction

Unsupervised
dictionary induction

el UG ACUHA

®q

(Ghar Calu

Sala_mat_a Generation of
rahévum) synthetic parallel

corpus

Synthetic
Gujarati
translations



Training with word-by-word translation

W R GRT @

(ghar par
surakshit rahen)

Hindi

monolingual
corpus

Unsupervised
dictionary induction

_—

Unsupervised
dictionary
induction

Synthetic

Guijarati
translations

el UG ACUHA

qu Can we use this
(Ghar Calu synthetic parallel
salamata corpus to train a
— - 9
rahévurh) NMT model*

Synthetic Gujarati - Gold
Hindi parallel corpus

.




Training with word-by-word translation

ER'WWH _ YR ALY UcUHA

(ghar par w U_ns_uperV|§ed _ Q@qi

surakshit rahen) dictionary induction (Ghar Calu
salamata
rahévurm)

WRGRT UR UM A @G

(ghar par UNMT ~ (Gharé salamata
surakshit rahen)

rahévum)



Effect of DAE and BT

Author Approach Fr—En | En—>Fr | De - En | En — De
Artexte et al. Emb. nearest 9.98 6.25 7.07 4.39
(tested on WMT14) neighbour
Denoising 7.28 5.33 3.64 2.40
Denoising 15.56 15.13 10.21 6.55
+ Back-translation
Lample et al. Emb. nearest 10.09 6.28 10.77 7.06
(tested on WMT14 neighbour
en-frand WMTT6 | worgoword pretraining | 1531 | 15.05 = 13.33 | 9.64
en-de) + Denoising

+ Back-translation

Mikel Artetxe, Gorka Labaka, Eneko Agirre, and Kyunghyun Cho. 2018. Unsupervised Neural Machine Translation. In Proceedings of the Sixth International
Conference on Learning Representations (ICLR 2018).

G. Lample, A. Conneau, L. Denoyer, MA. Ranzato. 2018. Unsupervised Machine Translation With Monolingual Data Only. In Proceedings of the Sixth
International Conference on Learning Representations (ICLR 2018).



UMT Approaches

. Unsupervised NMT
. GAN for UNMT

. Unsupervised SMT
. Hybrid UMT




IntrOd uction List of papers

e Use GAN to enhance the
language invariance.

Yang, Z., Chen, W., Wang, F. and Xu, B., 2018, July.

o Sharing Of the WhOle ‘ Unsupervised Neural Machine Translation with
H ol o H Weight Sharing. In Proceedings of the 56th Annual
m Od e l fa ces d.l ﬂ:l c U lty In Meeting of the Association for Computational
kee p N g the d lve r5|ty Of Linguistics (Volume 1: Long Papers) (pp. 46-55).

languages.

o Share module partially




Generative Adversarial Networks (GAN)

e GANSs are a clever way of training with two
sub-models:

©)

Generator model that we train to generate
new examples,

Discriminator model that tries to classify
examples as either real.

e In case of UNMT,

©)

©)

Shared encoder is the generator.

An extra discriminator module is attached
with it to discriminate encoder
representations w.r.t. language.

training
set

.

Real or Generate

Discriminator

Generator

_)i

Backpropagation

Cost function

GAN: Two neural networks (a generative

network and a discriminative network)

compete with each other to become more

accurate in their predictions.




Different parameter sharing strategies

L1 L2
Shared Decoder Decoder
Decoder
Shared Shared
Encoder Encoder

/} i
1

Shared Dewcf)kk ecpder

Decoder W

I—1 LI2 — Path for L1
L1 L2 Encoder \E\ﬂgoder --- Pathfor L2

Encoder Encoder ﬂ \\ -+~ Shared path




Language specific Encoder-Decoder

L1 Decoder

T

L2 Decoder

L1 Encoder

A
1

L2 Encoder

X

— Path for L1
--- PathforL2
---- Shared path




Language specific Encoder-Decoder

How to share
Latent space?

L1 Decoder L2 Decoder
Latent - i’
L1 Encoder L2 Encoder
A
‘ i —— Path for L1
| -~ Path for L2

-- Shared path




Parameter sharing

output

T

Layer 4 of lang1

[

Layer 3 of lang1

Layer 2 of lang1

Layer 1 of lang1

!

chocolate in the box

output

T

Layer 4 of lang2

!

Layer 3 of lang2

Layer 2 of lang2

Layer 1 of lang2

T

STy H dlehole




Parameter sharing

output

T

Shared layer 4

/\

Layer 3 of lang1

[

Layer 3 of lang2

Layer 2 of lang1

T

Layer 2 of lang2

Layer 1 of lang1

!

chocolate in the box

Layer 1 of lang2

T

g H dlholc




Parameter sharing

output

T

Shared layer 4

Shared layer 3

/\

Layer 2 of lang1

Layer 2 of lang2

Layer 1 of lang1

!

chocolate in the box

Layer 1 of lang2

T

T H didhelc




Parameter sharing

output

T

Shared layer 4

Shared layer 3

A

Shared layer 2

/\

Layer 1 of lang1

!

chocolate in the box

Layer 1 of lang2

T

g H dlholc




Parameter sharing

output

I

Shared layer 4

Shared layer 3

Y

Shared

layer 2

Y

Shared

layer 1

/\

chocolate in the box

g H dldhelc



Architecture with weight-sharing layers

chocolate in the box ST H dldholc

Layer 4 of lang1 Layer 4 of lang2
Layer 3 of lang1 Layer 3 of lang2

Layer 2 of lang1 Layer 2 of lang2
Shared layer 1

Latent space

Shared layer 4
Layer 3 of lang1 Layer 3 of lang2

Layer 2 of lang1 Layer 2 of lang2
Layer 1 of lang1 Layer 1 of lang2

chocolate in the box SiFg H Aleholc

53



Number of weight-sharing layers vs.
BLEU

e In this approach, sharing only 1
layer gives best BLEU scores.

e \When sharing is more than 1 layer,
the BLEU scores drop.

-]
. : . . U_IJ 12+
e This drop is more in case of distant “°| . :

. 0.85
language-pairs when compared to 10FTa2 Enabe -
drop in close language-pairs. ol oy Fhomn

; '1 : : ; ;

Image source: Yang, Z., Chen, W., Wang, F. and Xu, B., 2018, July. Unsupervised Neural Machine Translation with Weight Sharing. In Proceedings of the 56th
Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 46-55).



Weight sharing in UNMT

s Dec

e \When sharing is less, we need GAN to
ensure input language invariance of
encoder representations and outputs.

e Two types of GAN are used here.

O

Local GAN D, to ensure input
language invariance of encoder
representations.

Global GAN D91 and Dg2 to ensure
input language invariance of output
sentences.

. Encg—Decg
xS
xs =, Enc;=Decg —
xl
-i_s Encg—Dec; —>

=, Ency—Decy
X

t

Weight sharing UNMT architecture with GAN

Image source: Yang, Z., Chen, W., Wang, F. and Xu, B., 2018, July.
Unsupervised Neural Machine Translation with Weight Sharing. In
Proceedings of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers) (pp. 46-55).




Results

en-de de-en en-fr fr-en zh-en

Supervised 24.07 2699 30.50 30.21 40.02
Word-by-word 585 934 360 680 5.09
Lample et al. (2017) 964 13.33 15.05 14.31 -

The proposed approach | 10.86 14.62 16.97 15.58 14.52

Yang, Z., Chen, W., Wang, F. and Xu, B., 2018, July. Unsupervised Neural Machine Translation with Weight Sharing. In Proceedings of the 56th Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 46-55).



UMT Approaches

. Unsupervised NMT
. GAN for UNMT

. Unsupervised SMT
. Hybrid UMT




IntrOd uction List of papers

Artetxe, M., Labaka, G. and Agirre, E., 2018.
Unsupervised Statistical Machine Translation. In

) Components of SMT: Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing (pp.
1) Phrasetable ——_—
2) Language model
3) Reordering model . Lample, G., Ott, M., Conneau, A., Denoyer, L. and
Ranzato, M.A., 2018. Phrase-Based & Neural
4) Word/phrase penalty Unsupervised Machine Translation. In Proceedings
5) Tuning of the 2018 Conference on Empirical Methods in
° Challenges— Natural Language Processing (pp. 5039-5049).
o Phrase table induction . Artetxe, M., Labaka, G. and Agirre, E., 2019, July. An
without para llel data. Effective Approach to Unsupervised Machine

5 U ised Tuni Translation. In Proceedings of the 57th Annual
nsupervise uning Meeting of the Association for Computational

e Improvement- Linguistics (pp. 194-203).
o Iterative refinement
o  Subword information




Phrase table induction in an unsupervised way

e Get n-gram embedding using skip-gram with negative samples.
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Phrase table induction in an unsupervised way

e Get cross-lingual n-gram embedding.

e Calculate Phrase-translation probabilities.
o Limitthe translation candidates for each source phrase to its 100 nearest neighbors in the target
language.
o  Apply the softmax function over the cosine similarities of their respective embeddings.
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Unsupervised Tuning

e Tuning with synthetic data.
o  Generate a synthetic parallel corpus.
o  Apply MERT tuning over it iteratively
repeating the process in both directions.

e Unsupervised optimization

objective:

o Cyclic loss: The translation of translation
of a sentence should be close to the
original text.

o LM loss: We want a fluent sentence in
the target language.

Sentence of |

L1

N

— U-SMT —

Sentence | Sentence
in L1 in L2

Pseudo parallel data

Translation
in L2

=

L

L
cycle

(E) +L () +L,(E) +L, (F)




Ilterative refinement

e Generate a synthetic parallel corpus by translating the monolingual corpus with
the initial system L1->L2, and train and tune SMT system L2-L1.

o To accelerate the experiments, use a random subset of 2 million sentences from each monolingual
corpus for training.
o Reuse the original language model, which is trained in the full corpus.

e The process can be repeated iteratively until some convergence criterion is met.



Adding subword information

e We want to favor phrase translation candidates that are similar at the character
level.

e Additional weights are added to initial phrase-table.

o Unlike lexical weightings it use a character-level similarity function instead of word translation
probabilities.

score(f|e) = Hmax (e,mjaxsim(ﬁ,@-))

2




Results

WMT-14 WMT-16
FR-EN EN-FR DE-EN EN-DE DE-EN EN-DE
Unsupervised SMT 21.16 20.13 13.86 10.59 18.01 13.22
+ unsupervised tuning 2217 2222 14.73 10.64 18.21 13.12
+ iterative refinement (itl)  24.81 26.53 16.01 13.45 20.76 16.94
+ iterative refinement (it2)  26.13 26.57 17.30 13.95 22.80 18.18
+ iterative refinement (it3)  25.87 26.22 17.43 14.08 23.05 18.23

Artetxe, M., Labaka, G. and Agirre, E., 2018. Unsupervised Statistical Machine Translation. In Proceedings of the 2018 Conference on Empirical Methods in
Natural Language Processing (pp. 3632-3642).



UMT Approaches

. Unsupervised NMT
. GAN for UNMT

. Unsupervised SMT
. Hybrid UMT




IntrOd uction List of papers

. . Lample, G., Ott, M., Conneau, A., Denoyer, L. and
[ We can Comb| ne U N MT Ranzato, M.A., 2018. Phrase-Based & Neural

and USMT in tWO WayS Unsupervised Machine Translation. In Proceedings

of the 2018 Conference on Empirical Methods in

o USMT followed by Natural Language Processing (pp. 5039-5049).
UNMT.

o UNMT followed by
USMT. . Artetxe, M., Labaka, G. and Agirre, E., 2019, July. An

Effective Approach to Unsupervised Machine
Translation. In Proceedings of the 57th Annual
Meeting of the Association for Computational
Linguistics (pp. 194-203).




USMT followed by UNMT Vs. UNMT followed
by USMT USMT followed

e USMT followed by UNMT: by UNMT wins.

o  Generate pseudo parallel data with USMT.
o Initialise UNMT system with the pseudo parallel
data.

e UNMT followed by USMT: WMT | En—Fr | Fr—»En | En—De | De—En
14/16

o  Generate pseudo parallel data with UNMT.

o Initialise USMT system with the pseudo parallel

NMT + 271 26.3 17.5 22 .1
data. PBSMT

PBSMT + | 27.6 27.7 20.2 25.2
NMT

Lample, G., Ott, M., Conneau, A., Denoyer, L. and Ranzato, M.A., 2018. Phrase-Based &
Neural Unsupervised Machine Translation. In Proceedings of the 2018 Conference on
Empirical Methods in Natural Language Processing (pp. 5039-5049).



Pre-training approaches for Unsupervised
NMT



XLM, CMLLM, MASS, BART, mBART




Cross-lingual Language Model

XLM Pretraining, Advances in Neural

Information Processing Systems.

Cross-lingual Language Modelling AR,
Pre-Training
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Typical Deep Learning Module

Output

Embedding Space
(Imtlahzed with Pre-Trained (Bengio et.al 2003, Collobert and

Embeddings) Weston 2011, Mikolov et.al 2013)

Encoder

money
bank

finance weather
rain

Lookup Table
(Initialized Pre-trained
embeddings)

humidity

Input Symbol
(Characters, Words, Phrases, Sentences...)



Typical Deep Learning Module

Output

| went to the market

ent to the grocery store
Encoder

India won the match

India defeated Australia

Lookup Table
(Initialized Pre-trained
embeddings)

Pre-train Encoder?

Input Symbol
(Characters, Words, Phrases, Sentences...)



General Framework

L1 ( Language Model

Monolingual Pre-Training
Corpus
I
1
|
\ J
L2 Unsupervised

Monolingual
Corpus

NMT Fine Tuning

— > Pre-Training

__________ »  Fine-Tuning



XLM Pre-Training

[ Encoder
P ﬁ*é***&
Layer
L 1) 2 ) 8 ] & ] [s ] [e ]
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XLM Fine Tuning

e Perform fine-tuning using

o Iterative back-translation
o Denoising auto-encoding

e Alternate between the two objective

e Denoising auto-encoding helps in better training of the decoder



XLM: Results

‘ en-fr fr-en ‘ en-de de-en ‘ en-ro ro-en

Previous state-of-the-art - Lample et al. (2018b)

25.1 242 | 172 210 | 21.2 194
28.1 272 | 178 22.7 | 21.3 23.0
276 2777 | 20.2 252 | 25.1 23.9

Our results for different encoder and decoder initializations

NMT
PBSMT
PBSMT + NMT
EMB EMB
; CLM
- MLM
CLM -
CLM CLM
CLM MLM
MLM -
MLM CLM
MLM MLM

294 294 | 213 273 | 275 26.6
13.0 158 | 6.7 153 | 189 183
25.3 264 | 19.2 26.0 | 25.7 24.6
29.2 291 | 21.6 28,6 | 28.2 27.3
28.7 282 | 244 303 | 292 28.0
304 300 | 22.7 305 | 29.0 278
323 316 | 243 325 | 316 29.8

316 321 | 27.0 332 | 31.8 30.5
33.4 323 | 249 329 | 31.7 304
33.4 33.3 | 264 34.3 | 33.3 31.8

MLM obijective results in better BLEU score
compared to Causal Language Modeling
(CLM) objective



Explicit Cross-lingual Pre-training for
CM LM Unsupervised Machine Translation,

EMNLP-IJCNLP 2019

Cross-lingual Masked Language
Modelling




MLM (Devlin et.al 2018)

[ Encoder }
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Limitations

e MLMis trained to predict the missing word in the sentence
e Also, jointtraining on the combined corpus is not a strong signal to learn good
multilingual representations

e Provide explicit cross-lingual signals to the model while pre-training



Cross-lingual Masked Language Modelling

| went | | to | | the | [ market |

] |

| B
e

postorat | 4 J [0 | L2 | 3 | [ 4 | [ 5 |
Language Layer | 0 | | 0 I | 0 | | 0 I | 0 I | 0 |
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Cross-lingual Masked Language Modelling

e Obtain n-gram phrase translations as discussed earlier
e MLM tries to predict the masked words/tokens
e Modify MLM objective to predict the translation of phrases

e Mismatch between source and target phrase length



Cross-lingual Masked Language Modelling

Challenges

e The source and target phrases are of unequal length
e ForBERT or XLM, the decoder is a linear classifier.

e Introduce IBM model-2 into the objective

Ply,™ | x,") =€ M._,™ %' a(i, [, L m) P(y, | ;)

€ = probability that the translation of xll consists of m tokens

a(i, [j, |, m) = probability that it source token is aligned to j" target token



Cross-lingual Masked Language Modelling

Modeling
e Introduce IBM model-2 into the objective
Ply,™ | x,')=€M_,™ 25 ali, [i, L m) Ply| x,)

€ = probability that the translation of xll consists of m tokens
a(i, |j, |, m) = probability that i source token is aligned to j" target token

e The loss function becomes

L =-log (€) - Zj=1m log zi:ol a(i, [j, , m) P(yj | % ))

cmlm



Cross-lingual Masked Language Modelling

Modeling

e The loss function becomes

L =-log (€) - Zj=1m log ( Zi:ol a(i, |J’ , m) P(yj | % )

cmlm

e The gradient becomes:

m ; ',l, P )
vL = y JREmPoIx V log P(y; | x,)

j=1 z a(l I]alam)P(y] |xi)
i=0




Cross-lingual Masked Language Modelling

Modeling

e The gradient becomes:

m  a@lj,l,m)P | x;
VL = ) l(lj PP 15 VlogP(yj|xi)

j=1 ¥ ati|j,1,m) P(y,|x)
i=0

e ai, |j, |, m) are approximated using cross-lingual BPE embedding

° P(yj | x.) is calculated by passing x. contextual embedding representation
through a linear layer followed by soft-max



Cross-lingual Masked Language Modelling

Algorithm

e Alternate between CMLM and MLM objective
e In MLM objective,
o 50% of the time randomly choose some source ngrams and replace it with the
corresponding translation candidate (pseudo code-switching)
e In CMLM objective,

o Randomly select 15% of the BPE ngram tokens and replace them by [MASK] 70% of
the time

o Trained to predict the translation candidate in the other language



Cross-lingual Masked Language Modelling

Results

Method fr2en en2fr de2en en2de ro2en en2ro
(Artetxe et al., 2017) 15.6 15.1 - - - -
(Lample et al., 2017) 14.3 15.1 13.3 9.6 - -
(Artetxe et al., 2018b) 259 262 23.1 18.2 - -
(Lample et al., 2018) 277  28.1 25.2 20.2 23.9 25.1
(Ren et al., 2019) 28.9 29.5 26.3 21.7 - -
(Lample and Conneau, 2019) | 33.3 334 34.3 26.4 31.8 33.3
Iter 1 CMLM 34.8 349 35.5 27.9 33.6 34.7
Iter2 (MM 349 354 356 277 341 349




CM LM Ablation Study

Cross-lingual Masked Language
Modelling




CMLM: Ablation Study

e Role of n-gram masking

e Influence of translation prediction

fr2en en2fr de2en en2de
CMLM + MLM 34.8 34.9 35.5 27.9
CMLM 34.1 34.3 35,1 212
- translation prediction | 33.7  33.9 34.8 26.6
- - n-gram mask 333 334 34.3 26.4

CMLM + MLM means we use Lpre as the pre-training loss;

CMLM means we only use Lemim as the pre-training loss;

-- translation prediction predict the masked n-grams rather than their translation candidates;

- - n-gram mask randomly mask BPE tokens rather than n-grams based on -- translation prediction during pre-training, which degrades
our method to XLM.




MASS: Masked Sequence to Sequence
MASS Pre-training for Language Generation,

ICML, Song et.al 2019

Masked Sequence to Sequence
pretraining




MASS (Song et.al 2019)

e XLM objective predicts the masked word in the sentence

e However, for U-NMT we need to generate a sequence

e This disconnect between pre-training and fine-tuning objective could limit the
potential of unsupervised pre-training

e MASS extends XLM objective to include text segments
e Given a sentence, randomly mask k% of the text segment

e The decoder has to generate the masked text segment now



MASS Pre-Training

[the | [mar@@ |
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MASS Fine-Tuning

e Perform fine-tuning using iterative back-translation
e Unlike XLM which had

o iterative back-translation

o Denoising auto-encoding



MASS (Song et.al 2019)

Method | Setting | en-fr fr-en | en-de de-en | en-ro ro-en
Artetxe et al. (2017) 2-layer RNN 15.13 15.56 6.89 10.16 - -
Lample et al. (2017) 3-layer RNN 15.05 1431 9.75 13.33 - -
Yang et al. (2018) 4-layer Transformer | 16.97  15.58 10.86 14.62 - -
Lample et al. (2018) 4-layer Transformer | 25.14 24.18 | 17.16 21.00 | 21.18 19.44
XILM (Lample & Conneau, 2019) | 6-layer Transformer | 33.40 33.30 | 27.00 34.30 3330  31.80
MASS | 6-layer Transformer | 37.50 34.90 | 2830 3520 | 3520 33.10

Table 2. The BLEU score comparisons between MASS and the previous works on unsupervised NMT. Results on en-fr and fr-en pairs are
reported on newstest2014 and the others are on newstest2016. Since XLLM uses different combinations of MLM and CLM in the encoder
and decoder, we report the highest BLEU score for XILM on each language pair.



MASS Role of hyper-parameters

Masked Sequence to Sequence
pretraining




MASS Hyper-parameters

e Percentage of ngram tokens in a sentence to be masked (masking length)
o Considerthe input sentence, X = I went to the market yesterday night

o Let to the market yesterday be the text segment selected for masking
o Default value is 50% of the input sentence

o  However, not all tokens to the market yesterday are masked

e Givenatextfragmentx, ..., X of length m selected for masking (Word selection)

o k% of the tokens are selected for masking (mask probability)
o |% of the tokens are replaced by random tokens (replace probability)
o (100- (k+1)) of the tokens are retained (keep probability)

o Default values are k =80%, | =10%



MASS (Song et.al 2019): Role of Masking Length
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The performances of MASS with different masked lengths k, in both pre-training and fine-tuning stages, which include: the PPL of
the pre-trained model on English (Figure a) and French (Figure b) sentences from WMT newstest2013 on English-French
translation; the BLEU score of unsupervised English-French translation on WMT newstest2013 (Figure c)



MASS Hyper-parameters
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MASS: Word Selection Hyper-parameters

Configuration

%age Masked

20
40
60
80
90
20
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10

%age Retained
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MASS (song et.al 2019): Word Selection Hyper-parameters

src --> tgt
—— test_src-tgt_mt_ppl_0.2-0.6-0.2
—— test_src-tgt_mt_ppl_0.4-0.4-0.2
—— test_src-tgt_mt_ppl_0.6-0.2-0.2
)12 — test_src-tgt_mt_ppl_0.8-0.1-0.1
—— test_src-tgt_mt_ppl_0.9-0.05-0.05
—— test_src-tgt_mt_ppl_0.2-0.2-0.6
—— test_src-tgt_mt_ppl_0.5-0.0-0.5
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MASS: Word Selection Hyper-parameters

Configuration

%age Masked

20
40
60
80
90
20
50

10

%age Retained

60
40
20
10

5

20

%age Randomly

replaced

20

20

20

10

5

60

50

90

Comments

Auto-encoder
Auto-encoder
Auto-encoder
Recommended
Recommended
Unable to generate
translations. But
perplexity is low

(Better for other
tasks?)



MASS (Song et.al 2019): Role of Masking Tokens

e Consider the input sentence, X =1 went to the market yesterday night
® Let to the market yesterday be the text segment selected for masking

e Theinputto the encoderis iwent____night

e Theinputto the decoder (previous token) is went to the market

o  Why mask consecutive tokens and not discrete tokens? (Discrete)

o  Why not feed all the input tokens to the decoder (similar to previous target word in NMT)? (feed)



Feeding Input Tokens
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MASS (Song et.al 2019): Role of Masking Tokens

Method BLEU | Method BLEU | Method BLEU
Discrete 369 | Feed 353 | MASS 37.5

The comparison between MASS and the ablation methods in terms of BLEU score on the unsupervised en-fr
translation



BART and
MBART

BART: Denoising Sequence to
Sequence Pre-training for Natural
Language Generation, Translation,
and Comprehension, ACL 2020, (Lewis
et al 2020)

Multilingual denoising pre-training for
Neural Machine Translation, 2020, (Liu
et al 2020)




BART Pretraining

e Trained by
o  Corrupting text with
an arbitrary noising
function
o Learning a modelto
reconstruct the
original text.
e Denoising full text
e Multi-sentence level

Lewis, Mike, Yinhan Liu, Naman Goyal,
Marjan Ghazvininejad, Abdelrahman
Mohamed, Omer Levy, Ves Stoyanov, and
Luke Zettlemoyer. "BART: Denoising
Sequence-to-Sequence Pre-training for
Natural Language Generation, Translation,
and Comprehension." Proceedings of the
58th Annual Meeting of the Association for
Computational Linguistics, (ACL 2020)

For each
batch

Randomly
select from
{src,tgt}
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BART pretraining (possible noising steps) (Lewis
et al. 2020)

Token Masking My _is John.|__school daily.
Token deletion My name John. | go to daily.
My name is John. | go
to school daily.
Text infilling My _John.lgo _.
Original document
Sentence permutation | go to school daily. My name is
John
Document rotation name is John. | go to school daily.
my




BART noising steps (Lewis et al. 2020)

e Experimented with different noise functions for various tasks
o Textinfilling + Sentence permutation performed the best
m  Remove spans of text and replace with mask tokens
m  Mask 30% of the words in each instance by randomly sampling a span length
m  Permute the order of sentences



MBART (Liu et al 2020)

e Asequence-to-sequence denoising auto-encoder pre-trained on large-scale
monolingual corpora in many languages using the BART objective
e Unsupervised NMT

o  BART pretraining using monolingual corpora of multiple languages + Iterative Back-Translation

Yinhan Liu, Jiatao Gu, Naman Goyal, Xian Li, Sergey Edunov, Marjan Ghazvininejad, Mike Lewis, and Luke Zettlemoyer.
Multilingual denoising pre-training for neural machine translation. arXiv2020.



MBART (Liu et al 2020)

e Pre-training using BART objective on multiple languages

e En-Deand En-ro are only trained

Similar Pairs Dissimilar Pairs . .e
Model En-De En-Ro En-Ne EnSi using specified source and target
— — - — — = = languages ) o

e En-Ne and En-Si, the pretraining
Random 219 112 194 212 00 00 00 00 is performed usine MBART on 25
XLM (2019) 343 264 318 333 05 01 01 0.1 P &
MASS (2019) 35.2 283 331 35.2 - - - 1 languages. .

e mBART also generalizes well for
mBART 340 298 305 350 100 44 82 39

the languages not seen in
pretraining.

Results: mBART (only on source and target language) pretraining for
unsupervised NMT

Yinhan Liu, Jiatao Gu, Naman Goyal, Xian Li, Sergey Edunov, Marjan Ghazvininejad, Mike Lewis, and Luke Zettlemoyer.
Multilingual denoising pre-training for neural machine translation. arXiv preprint arXiv:2001.08210, 2020.



When Unsupervised NMT does not
work?

Graca, Yunsu Kim Miguel, and Hermann Ney. "When and Why is Unsupervised Neural
Machine Translation Useless?." In 22nd Annual Conference of the European
Association for Machine Translation, p. 35.

Kelly Marchisio, Kevin Duh, and Philipp Koehn. 2020. When does unsupervised
machine translation work? arXiv preprint




Factors impacting the performance of
Unsupervised NMT

e Domain similarity
o  Sensitive to domain mismatch
e Dissimilar language pairs
o  The similarity between language pairs helps the model in training good shared encoder

e Initial model to start pretraining
o Good initializations leads to good performance in the finetuning phase

e Unbalanced data size
o  Not useful to use oversized data on one side

e Quality of cross-lingual embeddings
o Initialization is done using cross-lingual embeddings



Domain similarity

Domain Domain BLEU [%]
(en) (de/ru) de-en en-de ru-en en-ru e Different distributions of
Newswire 233 199 119 9.3 the topics

Newswire  Politics 1ES 12.2 23 2:5
Random 184 164 6.9 6.1

Image source: Gracga, Yunsu Kim Miguel, and Hermann Ney. "When and Why is Unsupervised Neural Machine Translation
Useless?." In 22nd Annual Conference of the European Association for Machine Translation, p. 35.



Initialization

=Om= de-en (init 20M)
=0 de-en (init 10k)

25

Ll

20+

15+

BLEU [%]

5t p__o.-o--o--o-o-o--O-o_o

0 1 1 PP | 1
10* 10° 10° 10’
monolingual training sentences

Good initializations leads to
good performance in the
fine-tuning phase

Final model correlates well
with the initialization quality

Image source: Graga, Yunsu Kim Miguel, and Hermann Ney. "When and Why is Unsupervised Neural Machine Translation
Useless?." In 22nd Annual Conference of the European Association for Machine Translation, p. 35.



Unbalanced data size

;0— de-en (equlal) ' '
25 H mom da-en (unbalancad) O g
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=O=  ru-en (unbalanced)
= 1 Targetside training data:
& gdata- o Not useful to use
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Image source: Graga, Yunsu Kim Miguel, and Hermann Ney. "When and Why is Unsupervised Neural Machine Translation
Useless?." In 22nd Annual Conference of the European Association for Machine Translation, p. 35.



Quality of Cross-lingual Embeddings




Cross-lingual Word Embeddings: Quality?

Unsupervised NMT Lample et al 2018

Pre-processing

1. Obtain cross-lingual embeddings either in an unsupervised manner or supervised
manner

2. The pre-trained cross-lingual embeddings are not updated during training

3. Success of the approach relies on the quality of cross-lingual embeddings in
addition to other factors like language relatedness, etc



Cross-lingual Representations

English French Joint English French
: : drink  boire
.drlnk eat _ boire ® O
e ® o T drank’ buvait manger
ran ate® uvai eat® o
® 0
.king ! mangér o mangé
_roi
® prince e | T %
feen ) prince ) . _
g rincess reine rol_ king princess Princesse
®r o princesse ) '. ..
REdSE prince  queen reine

Multilingual Word Representations
(capture syntactic and semantic
similarities between words both
within and across languages)

Monolingual Word Representations
(capture syntactic and semantic
similarities between words)

(Source: Khapra and Chandar, 2016)



Why is the Quality questioned?

Output

|

Decoder

@ .
Input Sentence Representation
Space

|

Encoder

T

Input Sentence

Encode-Decode paradigm used for MT



Good Quality Cross-lingual Embeddings?

L, Sentence L, Sentence
\/ L, Sentence
t
Decoder
Decoder

Representation
Space e, Sentence
t1 Sentence

®| , Sentence

, Sentence

|

Encoder
Encoder
L, Sentence L2 Sentence x
L, Sentence

Pre-Training Stage Machine Translation

Encode-Decode paradigm used for MT

The ability of the encoder to learn better
multilingual representations lies on the
quality of cross-lingual embeddings



Quantitative Quality

Source - Target GeoMM
En-Es 81.4
Es-En 85.5
En-Fr 82.1
Fr-En 84.1
En - De 74.7
De-En 76.7
En - Hi 41.5
Hi - En 54.8
En-Ta 31.9
Ta-En 38.7
En-Bn 36.7
Bn-En 42.7

Very low Precision@1 for Indic
languages compared to the
European language counterpart

Precision@1 for BLI task using GeoMM on MUSE dataset (Jawapuria et.al 2019, Kakwani et.al 2020)



Unsupervised NMT [Lample et al 2018]

Simple word-by-word translation using cross-lingual embeddings

Multi30k-Task1 WMT
en-fr frren de-en en-de en-fr fr-en de-en en-de
Supervised 56.83 50.77 38.38 35.16 | 27.97 26.13 25.61 21.33
word-by-word 8.54 16.77 15.72 5.39 6.28 10.09 10.77 7.06
word reordering - - - - 6.68 11.69 10.84 6.70




Unsupervised NMT [Lample et al 2018]

Simple word-by-word translation using cross-lingual embeddings

Language Pair BLEU Score
En — Fr 6.28
Fr — En 10.09
En — De 7.06
De — En 10.77
En — Hi 1.2
Hi — En 2.1

Credit: Tamali for the English-Hindi numbers



Cross-lingual Embedding Quality

1. Poor Cross-lingual Embeddings leads to diminished returns from U-NMT methods

Future Directions

1. Learn better cross-lingual embeddings between Indic languages and Indic to
European languages

2. Majority of the NLP approaches operate at sub-word level

3. How to obtain cross-lingual embeddings at the sub-word level?



Unsupervised NMT for Indic
languages

Initial Findings




Why Indic Languages?

Bn
Gu
Hi
Mr
Pa
Mi
Ta
Te

Percentage of words in the source language (row) which also appear in the target language (column)
(transliterated to a common script) and having at least one common synset obtained from Indo-Wordnet
(Bhattacharyya et.al 2010)

A test-bed for research on multilinguality
Spectrum of language similarity

Bn

13.9
12.76
11.81
4.26
1.19
0.43
0.95

Gu
19.51

31.47
29.31
10.88
1.7
0.54
2.1

Hi
29.45
51.75

36.42
17.79
2.04
0.62
2.67

11.39
20.14
15.22

5.71
0.67
0.33
1.08

Pa

2.45
4.46
4.43

3.4

0.14
0.11
0.28

1.05
1.06
0.78
0.62
0.22

0.8
2.68

Ta

0.34

0.3
0.21
0.27
0.16
0.72

0.24

Te

0.78
1.22
0.95
0.92

0.4
2.48
0.25



Why Indic Languages?

® [ow-resourceness
Monolingual Corpus Statistics

Sentences [ Tokens

2000 80

1500 60
[%2]
@ 8
g 1000 40 =
£ -—
K o
n

) I I I | I I I I 20

hi bn pa ml gu kn te ta mr or as

Language

Monolingual Corpus Statistics (in Millions) (Kunchukuttan et.al 2020)



Why Indic Languages?

e Spectrum of morphological complexity

0.0600

0.0400

Type/Token Ratio

0.0200

0.0000
as bn gu hi kn ml mr or pa ta te

Language

Type-Token Ratio calculated on Al4Bharat Corpus (Kunchukuttan et.al 2020)



U-NMT for Indic Languages: Results

BLEU

10 -

Lexical Relatedness
Emm High

mm Mid
E Low

Pre-Training

Lexical Relatedness

12 4 = High
mm Mid
10 4 N Low

BLEU

Fine-Tuning Pre-Training Fine-Tuning
Configuration Configuration

Source > Target Target > Source



Conclusions

Existing U-NMT models fail for Indic languages
For closely-related languages, we observe decent BLEU scores

Morphological richness adds more complexity to the model

> Wb

Need more research focusing on Indic languages



Conclusions




Conclusion

e Paradigms of the MT task.

e Foundational concepts for the U-NMT paradigm.

e U-NMT approaches.

e Recentlanguage modeling approaches.

e Results for Indian language pairs (related and unrelated languages).

e Need for further research in the area of U-NMT.



Future of U-NMT

U-NMT approaches have shown promising results for closely-related languages
U-NMT performs poor for distant languages

Better cross-lingual embeddings for distant languages.

> Wb

Better cross-lingual language model pretraining for resource-scarce languages,

disimilar languages, and dissimilar domans



Resources

e Resources can be found here
www.cfilt.iitb.ac.in
e The tutorial slides will be uploaded here

https://github.com/murthyrudra/unmt_tutorial_icon2020
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TLM Cross-lingual Language Model

Pretraining, ICLR, Conneau et.al 2019

Translation Language Modelling




TLM

e XLM objective uses monolingual corporain all the languages considered

e Does XLM learn better multilingual representations?

o  XLM objective cannot take advantage of parallel corpora if available

o  XLM objective alone cannot guarantee that the model learns better multilingual representations



TLM (Conneau et.al 2019 )

Translation Language :
Modeling (TLM) °””a'“s| wers les bleus
| Transformer

Token . P
embeddings [/s] the [MASK]|  ([MASK] blue [/s] [/s] [MASK]| [rideaux| |étaient| |[MASK] [/s]

+ + + + + + + + + + + +
Postian 0 1 2 3 4 5 0 1 2 3 4 5
embeddings

+ + + + + + + + + + + +
Language en en en en en en fr fr fr fr fr fr
embeddings




TLM (Conneau et.al 2019 )

e In addition to access to monolingual corpus, we assume access to parallel corpus

e Given a parallel sentence,

o The two sentences are concatenated and a special sentence delimiter is added to differentiate the
two sentences

o The positional information is reset to start from zero for the second language

o The model can look at information from the context of either of the languages to predict the missing

word



TLM (Conneau et.al 2019 ) : XNLI Results

| en fr es de el bg tr ar vi th zh hi sw ur | A
Machine translation baselines (TRANSLATE-TRAIN)
Devlin et al. [14] 81.9 - 77.8 759 - - - - 70.7 - - 76.6 - - 61.6 -
XLM (MLM+TLM) 850 80.2 80.8 803 781 793 78.1 747 765 76.6 755 78.6 723 709 632 |76.7
Machine translation baselines (TRANSLATE-TEST)
Devlin et al. [14] 814 - 749 744 - - - - 70.4 - - 70.1 - - 62.1 -
XLM (MLM+TLM) 850 790 795 781 778 7716 755 737 737 708 704 73.6 69.0 647 65.1 | 742
Evaluation of cross-lingual sentence encoders
Conneau et al. [12] 737 6777 6877 677 689 679 654 642 648 664 64.1 658 64.1 557 584|656
Devlin et al. [14] 814 - 743 70.5 - - - - 62.1 - - 63.8 - - 58.3 -
Artetxe and Schwenk [4] | 739 719 729 726 731 742 71.5 69.7 714 720 692 714 655 622 610 | 702
XLM (MLM) 832 765 763 742 731 740 731 678 685 712 692 719 657 646 634|715
XLM (MLM+TLM) 85.0 787 789 778 76.6 774 753 725 731 761 732 765 69.6 684 67.3 | 75.1




Extensions to TLM

e TLM model does not fully utilize the potential of parallel corpus
e Modify TLM objective to predict aligned words from the other language
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Extensions to TLM

e Maximize the cosine similarity between the encoder representation of the two

sentences
[ Maximize Cosine ]
Similarity
i T
[ Encoder } [ Encoder ]
Layer
e 111 ] 2] 3] (41 [s]e] [ ]Jle)[2][3][a][5]
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Challenges in Indic Languages?

Original Sentence Comments Google Translatel30 Nov:2020]
VoD TEWJYIBR, IOy BeRdB0e Literary Language Listen to me correctly
nAnu heLuvudannu sariyAgi keLisiko
Me telling correctly listen
VoD Bewpedy  JodyeeN 3&%72@% Spoken Language | am Sergio Katsko of Noodon
nAnu heLodanna saryAgi kelLsko
eE3 TRBROTW) TR Literary Language Go Have lunch
UTa mADikoMDu hogu (Go after having lunch)
Lunch have go
PUE3 TR, 0T T Spoken Language Modify the meal

UTa mADkoMDu hogu

Phenomenon similar to Schwa Deletion in Literary language and Spoken language



Why Indic Languages?

Original Sentence

B0IBIVTTRR BREBIDBBDT0BeTIBD
ARt 3PdBade?

S0d8 RDTTRY o7 LB DS VB

030 Q0T O BTD AR 3P ‘G dhe
?

B0IBIDTTRY, wERLBIDTSI adyedord
ONIBD AR 3LDTode ?

Crooked demons one who kicked them
away who is you know

Comments

Maximum Sandhi
transformation

No Sandhi transformation

Normal Usage

Google Translate

Do you know anyone who has
cheated?

Do you know who became the one who
drove out the crafty demons?

Do you know who is the one who
kicked the crooks?



Components of U-MT

e Suitable initialization of the translation models: This helps the model to

jump-start the process.
e Language modeling: This helps the model to encode and generate sentences.

e |terative back-translation: It bridges the gap between encoder representation of a

word in source and target languages.



Adding subword information

e \We want to favor translation candidates that are similar at the character level.

e Additional weights are added to initial phrase-table like lexical weightings.

o  Unlike lexical weightings it use a character-level similarity function instead of word translation
probabilities.

score(fle) = H max (6, max sim ( f;, éj))
; j
2

lev(f,e)

sim(f,e) =1~ max(len(f),len(e))




USMT as Posterior Regularization

USMT initialisation.

UNMT backtranslation training with SMT as Posterior Regularization.

o  Posterior Regularization: An SMT system to filter out noises using phrase table. It eliminates the infrequent and bad patterns

generated in the back-translation iterations of NMT

Model Initialization

B Monollngual Data

{X}

Word embedding

Cross- ||ngua| embeddlng

~:e\</ { Woroinguoroita™,_
\/ e e ’
-hello
dgood

mauvaise
‘mon -

Word embedding

Unsupervised NMT with SMT as Posterior Regularization

Pseudo Data

{(C 21 I\

Language | | word pair ||| p(x|y) 11 pGlx)
hello & bonjour ||| 0.876 ||| 0.686
Model
1 | mye mon|||0.43]|]|]0.342
[ Word Translation Table
‘F SMT (y - X) ‘

Language
Model

SMT as PR
Denoised
Pseudo Data

Train SMT model (x = y)

Denoised

Pseudo Data

(&)

Train SMT model (y = x)

Iterative Back-translation NMT

Noisy
Pseudo Data

/

» Train NMT model (x = y)

N0|sy
Pseudo Data

&)

Train NMT model (y - x)




lterative refinement

e Generate a synthetic parallel corpus by translating the monolingual corpus with
the initial system L1>L2, and train and tune SMT system L2-L1.

o To accelerate our experiments, use a random subset of 2 million sentences from each monolingual

corpus for training.
o  Reuse the original language model, which is trained in the full corpus.

e The process is repeated iteratively until some convergence criterion is met.

L1 (real) ——

Y

L1 > L2
system

—— L2 (synthetic)

L2

L1

Pseudo parallel data

L2 (real) —— ';:,s—t’e';: —+ L1 (synthetic)

Y

L1 L2

Pseudo parallel data




BART Pretraining

e Trained by
o  Corrupting text with
an arbitrary noising
function
o Learning a modelto
reconstruct the
original text.
e Denoising full text

Lewis, Mike, Yinhan Liu, Naman Goyal,
Marjan Ghazvininejad, Abdelrahman
Mohamed, Omer Levy, Ves Stoyanov, and
Luke Zettlemoyer. "BART: Denoising
Sequence-to-Sequence Pre-training for
Natural Language Generation, Translation,
and Comprehension." Proceedings of the
58th Annual Meeting of the Association for
Computational Linguistics, (ACL 2020)

For each
batch

Randomly
select from
{src,tgt}
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BART pretraining (noising steps) (Lewis et al.
2020)

Token Masking A_C._E.
Token deletion A.C.E.
ABC.DE.
Text infilling A .D _E.
Original document
Sentence permutation DE.ABC.
Document rotation C DE AB.




