
Harnessing Abstractive 
Summarization for Fact-Checked 
Claim Detection

Long Paper (2040) - COLING 2022

Varad Bhatnagar*, Diptesh Kanojia⁺ and Kameswari Chebrolu*
*Department of Computer Science and Engineering IIT Bombay, India

⁺Surrey Institute for People-Centred AI and 
Department of Computer Science, University of Surrey, United Kingdom



Index of Content

1. Introduction

2. Definitions and Important Tools

3. Proposed Workflow

4. Dataset

5. Experiments and Results

6. Summary

7. Future Work



Introduction



What is Fake News?

Fake News - Any form of misinformation, spread with malicious or non 

malicious intent among the masses. 

=> Ability to trigger events which lead to loss of life and property.

Fake News Impact:

1. US Presidential elections of 2016, 2020

2. Indian General elections of 2019

3. Tamil Nadu Lynching

4. Citizenship Amendment Act 

https://www.indiatoday.in/elections/story/india-lok-sabha-elections-fake-news-photoshop-lie-truth-1537053-2019-05-28
https://theprint.in/hoaxposed/tarek-fatah-the-unrelenting-fake-news-peddler-who-targets-indian-muslims-regularly/355214/


What is Fake News Detection?

Task of detecting rumours, fake news, fake claims circulating on the web / 
social networks.

Manual FN Detection : 

=> Journalistic process, organizations like Snopes, Politifact, Alt News, 
Factly. High accuracy and robust. Unable to scale, timetaking.

Automatic FN Detection: 

NLP, DL and Web Retrieval are used to build systems. Can scale, provide 
timely results. Suffer from domain / data overfitting, accuracy is not very 
high, poor generalizability.

https://www.snopes.com/
https://www.altnews.in/
https://factly.in/


Typical Fact-checking Pipeline

Image Credit: Automated Fact-Checking for Assisting Human Fact-Checkers by Nakov et. al.

Semi-Automatic FN Detection: Use human intelligence for sub-tasks 
which require high cognition and automate others using AI.



Focus of this work

Partial / Full Automation



Definitions and 
Imp. Tools



Definitions

1. Social Media Claim (SMC): A social media post (tweet, in this work) 

containing a claim.

2. Fact Checked Article (FCA): An article published by a fact-checking 

organization accepting or refuting a claim.

3. Summary of Claim Review (SCR): A short summary of the claim added by 

the publishing organization as part of the Claim Review Schema 

associated with every FCA.

4. Condensed Claim Representation (CCR): A summary of the SMC 

generated using trained models.



Example FCAs



Claim Review Schema

This is a web standard. 
Fact Checking web pages 
such as Alt News and 
Boom Live add this 
markup to every fact 
checking article

URL

SCR



Example SMCs and SCRs
# SMC SCR

1. It is a great privilege to witness the present life of Siddhar (Yogi) who went into 
Jeeva Samadhi 300 years ago in Valliyur in Tamilnadu. He was found alive 
while digging the mud to renovate the Valliyoor temple. Siddhar is seen sitting 
in Yogasana.  Om Namah Shivaaya 🙏  

A Siddhar Yogi who went into 
Jeeva Samadhi (meditative 
state) 300 years ago found alive 
while digging up in Valliyur, 
Tamilnadu.

2. okay i always knew they used to put cocaine in coca cola but i just found out it 
was about 3.5 GRAMS a bottle and oh my god ???

Coca-Cola used to (or still 
does) contain cocaine.

3. Air India flight from their Chicago-Delhi flight … passengers were charged 3x 
Fares to “cover” social-distancing and Air India then “packed” the flight … See 
the actual scenario inside the plane!! @RubikaLiyaquat @s @aajtak 
@ABPNews @  "

Air India charged 3 times the 
fare and did not maintain social 
distancing in flight

4. Today in Gaza, the Palestinians pretended to be at a funeral and 
photographed it so that they would feel sorry for them.  But then an alarm 
sounded ... oops 🤭🤥 #israel #IsraelUnderFire #IsraelUnderAttack  

Video of Palestinians faking 
casualties amid the ongoing 
conflict with Israel



Google Fact Check Engine

Google Fact Check Tools 
hosts a search engine that 
can be used to search for
fact checking articles



Proposed 
Workflow



Workflow

Goto Extensibility



Erstwhile Work
Shaar et. al.  release two datasets for this task:

1. Politifact Dataset: News article based
2. Snopes Dataset: Twitter based

 Train BM25 and BERT (Devlin et al., 2019) based learning to rank
models on their dataset for this task.

Mansour et. al. also solve the problem for Arabic data using BERT based 
rankers.

Delegate responsibility of dealing with text noise and length to the 
ranker

https://aclanthology.org/2020.acl-main.332/
https://link.springer.com/chapter/10.1007/978-3-030-99736-6_25


Datasets



Why Curate Own Dataset?

=> Most available summarization datasets are at document level.

=> Most datasets are clean in nature (books, news articles, blogs, etc) but 

Fake news thrives in noisy settings (social media, instant messaging, etc)



Curation and Annotation Strategy

1. Look for FCA URLs in comments of tweets.

(Such tweets between 2018 and 2022 were collected for 11 FCA 

publishers)

2. Manually annotate if tweet summarizable to SCR (derived from the 

corresponding FCA).

3. Also manually annotate language and topic.



Dataset Distributions

SMC → English
SCR → English



Dataset Statistics

Target Length for  CCR 

Higher Word Level TF-IDF Cosine Sim.

Degree of non 1:1 
correspondence



Experiments



Experiments
1. Baselines -

a) Verbatim Querying

b) Truncate 11

2. Twitter Specific Preprocessing (Hashtags, Mentions, Emojis, etc)

3. Fine-tuning Pretrained Models (T5, BART, Pegasus)

4. Decoding Strategies (Greedy, Beam Search, Nucleus)

5. Parameter Scaling (T5 Base, T5 Large)

6. Recall Plateauing



Twitter Specific Preprocessing
1. Hashtag and Mention Symbol Removal

2. Hashtag and Mention Removal

3. Emoji Replacement

4. Run of Hashtag and Run of Mention Removal

Eg: This video is going viral that if you get a call from a mobile phone 

number starting with 140 your mobile will be hacked & balance will 

disappear. Is it a genuine video? @assampolice @DGPAssamPolice 

@gpsinghips @mygovassam 

5. Mention replaced by Twitter Handle

Eg: @BJP4TamilNadu -> BJP Tamilnadu



Pretrained Models Used

Model Authors Pre-training 
Objective

Number of 
Params

T5 Google Multi Task 220M (Base)

BART Facebook Denoising 
autoencoder

300M (Distilled)

Pegasus Google Gap Sentence 
Generation

370M (Distilled)



Transformer Encoder Decoder

Image source: https://jalammar.github.io/illustrated-transformer/



Decoding Strategies: #1 Greedy

Select token with highest probability at 

current timestep t, conditioned on the 

token choices at previous time steps.

w
t 
= argmax

w
P(w|w

1:t−1
)

All decoding images source: https://huggingface.co/blog/how-to-generate



Decoding Strategies: #2 Beam Search

Maintain k most probable hypothesis at 

every time step  and eventually choose 

the hypothesis with the overall highest 

probability.

k → Beam Width



Decoding Strategies: #3 Top K Sampling

Filter the next K most likely 

words and redistribute the  

probability mass among them, 

followed by sampling. 

Sharp Distribution



Decoding Strategies: #4 Top P Sampling

Instead of sampling from the 

next K words, it samples from 

the smallest set of words 

whose cumulative probability 

exceeds P.



Parameter Scaling

● Many variants of T5 with the same learning objective and 
pre-training data are available such as :

T5-small: 60M

T5-base: 220M

T5-large: 770M

T5-3B: 3B

T5-11B: 11B

● Study retrieval performance gain as a function of parameter scaling



Evaluation 
Metrics



Summary Quality Evaluation

Word Level Similarity:

a. TF-IDF Cosine Similarity

b. BLEU4



Retrieval Evaluation

1. Recall @ k

2. Mean Reciprocal Rank

Where Q is set of queries



Results



Decoding and Param Scaling Results

Param Scaling Decoding

T5 Large almost always better than T5 Base
but slight gain offset by training time

Beam Search with beam size 6 and ngram 2 
performs best



Recall Plateauing

‘Elbow’ is seen in all curves at 
Recall@5



Retrieval Results

DP OOB Performs well compared to Baselines

FT Gain
Best Model |

Preprocessing doesn’t 
help FT models

Preprocessing helping 
baseline models

Truncate11 performs as 
well as T5 OOB



CCR Quality Results

E1 and E2 stand for Distilled PEGASUS with
NP and P-MRR-HRR+MRep experiments respectively

High BLEU 
Scores for CCRs

Higher TF-IDF 
Cosine Similarity 
compared to the 
corresponding 
figures in Slide

#


Qualitative Results

Model Unable to Reason

Goto Drawbacks



Graph View



Drawbacks

1. Reasoning: Example

2. Summary-Quality Length Tradeoff: Example

3. Lack of Cross Lingual Data: Example

4. Poor Hit Rate During Annotation: Only 1 tweet in 10 is 
summarizable.

#
#


Summary

● Proposed a novel workflow for detecting previously fact-checked 

claims using Abstractive Summarization.

● Curated and annotated 2 tweet level summarization datasets: 

English-English and Multilingual.

● Performed Experiments using a variety of preprocessing techniques 

and open–source pretrained models.

● Performed qualitative analysis of outputs at various stages in the 

workflow.

● Submitted English-English work to COLING 2022



Extensibility

1. Data Extensibility - Collect and annotate SMCs for other languages 

using our curation mechanism. X-Fact by Gupta et.al. lists FCA 

publishers for 25 languages.

 

2. Workflow Extensibility - Replace text summarization with text 

generation module to support image/text/video claims.

https://arxiv.org/abs/2106.09248


Future Work

1. Explore graph based linkage.

2. Extend work to other subcontinental languages such as Hindi.

3. Controlled generation using Names Entities (Zhang et. al.)

4. White box retriever.

https://aclanthology.org/2020.coling-main.497/


Derived Edges: Same Publisher

चत्तौड़ में एक मंदर को मिजद बना दया 
गया.

Old Hindu temple in Chittor converted into a 
mosque by Mughals



Derived Edges: Different Publisher

Newsmobile Alt News



Thank You



Backup Slides



Annotation Tool



Annotation Tool

GUI based Django Webapp

Motivation: Many URLs (Twitter, Alt News, etc) need to be 

opened to label a sample. Reduce error due to excel sheet.

Can be used for all types of data annotation for Fake News 

Tasks in future as well.

Used for annotating summarization data as well.



Annotation Tool Class 
Diagram



Annotation Tool Glimpse



Annotation Tool Glimpse


