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Motivation

Sarcasm Detection: Task of identifying if a given extract of data is sarcastic 

- Use of sarcasm on social media can have diminishing effects on other NLP tasks (Sentiment 

Analysis).

- Small number of publicly available sarcasm detection datasets, many have decreased in size over 

time as tweets get deleted by users.

- All current methods of dataset annotation rely on trusting a user’s own judgement (self-annotation), 

or the slow process of manually annotating data.

- Lack of comparative analysis between state-of-the-art language models for the task of sarcasm 

detection.

“Oh yeah this phone is fantastic, I just love how the battery dies 3 hours after charging”



Contributions

Datasets:

SAD - A dataset of 2,340 tweets, 

scraped by observing a #sarcasm 

hashtag, then manually annotated 

by 3 annotators.

S3D - A dataset of 100,000 tweets, 

annotated using our novel approach 

of weak supervision. 

A performance evaluation of 

existing language models and 

datasets for the binary classification 

task of sarcasm detection.

Release of our code, data and 

models on both GitHub and 

HuggingFace publicly for the 

research community.



Existing Datasets

Ptacek - 4,096 self-annotated tweets - #sarcasm

SemEval 2018 - 3,817 manually annotated tweets

Riloff - 710 manually annotated tweets

SARC - Over 1,000,000 Reddit self-annotated Reddit comments – ‘/s’



SAD 

- Using TWINT, we collected tweets containing a #sarcasm hashtag.

- Every sarcastic tweet would then become a tweet pair, by searching for a 

recent tweet by the same user that didn’t contain #sarcasm

- Tweet pairs were then manually annotated by three annotators

- A total of 2340 tweets annotated for sarcasm



Methodology

- Six datasets were used for training: four pre-existing, our new SAD dataset 

and a final ‘combined’ dataset.

- Every text extract was pre-processed to remove punctuation and 

capitalisation. Usernames were replaced with the generic ‘@user’.

- All examples of ‘#sarcasm’ were removed from relevant datasets.

- This pre-processed data was used to fine-tune five language models.



Language Models

- BERT

- RoBERTabase

- RoBERTalarge

- BERTweet - A BERT model pre-trained using 

the RoBERTa pre-training procedure on a 

corpus of 850M tweets.

- Twitter-RoBERTa - A RoBERTabase model 

pre-trained on ~58M tweets.



Results

Table 3 in the paper shows the results of our deep-learning experiments, where P, R and F1 denote Precision, 
Recall and F1-score respectively. 

We observed BERTweet achieved the highest F1-score on our largest dataset, ‘Combined’, of 78.29.



What is Weak Supervision?

- An approach to machine learning which allows for the creation of much larger 

datasets, at the expense of them being noisier.

- Use a pretrained model to label data.

- Removes the tediousness of manually annotating data.

- Model has one unified idea of what ‘makes something’ sarcastic.



S3D – Our Weakly Supervised Dataset

S3D is a dataset of 100,000 tweets, 

making it the largest sarcasm 

annotated dataset of tweets, all 

labelled by our pre-trained 

BERTweet model.

Each tweet was pre-processed 

before being annotated.

The dataset contains 38,879 

sarcastic tweets and 61,121 non-

sarcastic tweets.



Conclusion and Future Work

- A contribution of a small gold-standard and large silver-standard sarcasm 

detection dataset.

- An evaluation of multiple datasets and language models for sarcasm 

detection.

- Perform a more fine-grained annotation for sarcasm with subcategories

- Perform similar experiments for multimodal sarcasm detection
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